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Abstract—Till now, different mechanisms have been proposed for communication between cluster members and cluster head in hierarchical protocols. Most of them determine a same time for each cluster member to communicate with cluster head without regarding the nodes conditions. In this paper, we propose a novel scheduling mechanism based on Artificial Immune System (AIS) called AISSM. In this mechanism, the nodes with more information have a better chance for communicating with cluster head. In addition, the proposed mechanism provides the proper nodes distribution in each cluster using virtual clustering concept. We have simulated LEACH protocol and used proposed scheduling mechanism in it (LEACH\textsubscript{AISSM}) and then compared it with original LEACH protocol which uses TDMA scheduling mechanism (LEACH\textsubscript{TDMA}). The results of simulation show the effectiveness of the proposed mechanism.

Index Terms—Wireless sensor network; artificial immune system; leach protocol; scheduling mechanism.

I. INTRODUCTION

The wireless sensor network (WSN) has emerged as a promising tool for monitoring the physical world [1]. One of the important issues on the field of sensor networks is routing. In [2], the routing protocols have been classified in four general categories such as Data-centric, hierarchical, location-aware and QoS Aware. In hierarchical routing, the nodes are divided into clusters. In each cluster, one node is considered as cluster head and other nodes are cluster members. Cluster members receive information from the environment and then send them to the cluster head. After that, the cluster head send the information to the sink node. Most of the hierarchical routing protocols consist of two steps. The first step is selecting the cluster head and the second one is routing. Hierarchical routing is a useful method in order to decrease the number of messages sending to the base station and also to increase the lifetime of the network.

Different methods are used in hierarchical protocols in order to avoid interference between the data of cluster members. The most used method is Time-Division Multiple Access (TDMA) that is used in many protocols [3] [11]. TDMA method doesn’t distinguishes between cluster member with low data and cluster member with high data and gives both of them the same chance to communicate with the cluster head. While a member of cluster maybe located in a dynamic area and should have more time to send information to it in comparison with another members.

In this paper, we propose a scheduling mechanism based on Artificial Immune System (AIS) algorithm called AISSM for communication between a cluster members and cluster head.

The remaining of this paper is organized as follow: original LEACH protocol is explained in section 2. Artificial Immune System as a basic learning strategy used in the proposed protocol is discussed in section 3. Proposed mechanism is explained in section 4. Improved version of our mechanism is presented in section 5. Simulation results are shown in section 6. Section 7 is the conclusion.

II. LEACH PROTOCOL

LEACH [9] is an important well known hierarchical routing protocol. The operation of LEACH is broken up into rounds, where each round begins with a set-up phase, when the clusters are organized, followed by a steady-state phase, when data transfers to the base station occur. Initially, each node chooses a random number between 0 and 1. If the number is less than a threshold which is obtained by (1), the node becomes a cluster head for the current round. Cluster head for the current round broadcasts an advertisement message to the rest of the nodes. The non-cluster head nodes must keep their receivers on during this phase of set-up to hear the advertisements of all the cluster head nodes and decides the cluster to which it will belong for this round. The cluster-head node creates a TDMA schedule telling each node when it can transmit and broadcast back to the nodes in the cluster. Once the clusters are created and the TDMA schedules fixed, data transmission can begin.

$$T(n) = \begin{cases} P / (1 – P \times (r \mod (1/P))) & \text{if } n \in G \\ 0 & \text{otherwise} \end{cases}$$

The time slices are assigned to cluster members based on TDMA mechanism. At each time slice, cluster head communicates with one of its members and receives the information from it. After some time slices, the cluster head sends the received information to the sink node. For distribution the load among different nodes, at the end of each round the cluster heads are changed based on mentioned mechanism.
III. ARTIFICIAL IMMUNE SYSTEM MODELS

AIS are distributed adaptive systems for problem solving using models and principles derived from the Human Immune System. The capabilities of the NIS is mainly the inner working and cooperation between the mature T-Cells and B-Cells that is responsible for the secretion of antibodies as an immune response to antigens. The various theories with regards to the functioning and organizational behavior of the natural immune system (NIS), is discussed. These theories inspired the modeling of the NIS into an Artificial Immune System (AIS) for application in non-biological environments. Many different AIS algorithm models have been built, including Classical View Models, Clonal Selection Theory Models, Network Theory Models and Danger Theory Models. Artificial immune systems have been successfully applied to many problem domains. Some of these domains range from network intrusion and anomaly detection, to data classification models, virus detection, concept learning, data clustering, robotics, pattern recognition and data mining [12].

IV. PROPOSED SCHEDULING MECHANISM

In this section, we describe the proposed mechanism called AISSM. This mechanism is employed after clustering phase in order that cluster heads collect information from their members. In this mechanism, each cluster head selects the members to communicate with them using AIS algorithm. In the proposed mechanism, we suppose that if one cluster member has a packer to send at the moment \(t\), it will have another one to send very likely at the moment \(t+1\) and vice versa. For this reason, if the selected member has data to send, it will be more probable to select it in the next time slices and otherwise, selection probability will be decreased. The proposed algorithm keeps the \(B\) bit history of communications with each node. We present this history by sequence of bits and called it case history. In case history, 0 means that node doesn’t have any data to send and 1 means that node has data to send. At first, after performing the clustering phase, all case histories are considered equal to 0 as shown in Fig. 1.

![Fig. 1. B bit case history for each node](image)

Whenever the cluster head communicates with a node, it updates the case history of that node. For this purpose, all bits are shifted to the right and the least significant bit is removed and the value of the most significant bit is calculated by \(f_r\) function. This process is shown in Fig. 2.

\[
\text{if the node doesn’t have any data to send} \\
\quad f_r = 0 \\
\text{else} \\
\quad f_r = 1
\]

In each round of the proposed algorithm, the cluster head selects one of the cluster members. The probability of selecting each node is obtained by (3):

\[
p_i = \frac{\text{affinity node}}{\sum_{j=1}^{N} \text{affinity node-j}}
\]

In (3), the affinity value of node is calculated using case history of node according to (4).

\[
\text{affinity node} = \lambda + \sum_{b=0}^{B-1} (2^{b-1} \times d_i^{b-1})
\]

In (4), it is supposed that the node case history is \(B\) bit \((d_0, d_1, ..., d_{B-1})\). Also \(\lambda\) is a constant number in order that the node affinity value does not exceed a determined level. In order that the affinity of a node with the most affinity value in maximum case becomes \(\zeta\) times more than the node with minimum affinity value, the parameter \(\lambda\) is determined according to (5) to (8) as follows:

\[
\text{affinity node-min} = \lambda
\]

\[
\text{affinity node-max} = \lambda + 2^{B-1}
\]

\[
\zeta = \frac{\text{affinity node-max}}{\text{affinity node-min}} = \frac{(\lambda + 2^{B-1})}{\lambda}
\]

\[
\lambda = \frac{(2^{B-1})}{(\zeta - 1)}
\]

After selecting one node, the cluster head requests the selected member to send data packet. If the cluster member has packet to send, it will send it to the cluster head and otherwise, it will not respond. Then, the cluster head regarding that node has had data to send or not, updates the case history of mentioned node. The process of updating the case history was discussed before. In this way, the probability of selecting node in future becomes more or less.

In the proposed mechanism, the nodes with affinity value more than threshold will be selected as memory cells and have some quota. It means that after the specified number of time slices (\(\eta\)), the cluster head will communicate with them surely. In fact, they are given a chance to resend data. The affinity threshold is calculated according to (9).

\[
\text{affinity threshold} = \lambda + \sum_{b=R}^{B-1} (2^{b-1})
\]

In order to give quota to the nodes selected as memory cells, the cluster head in some constant time rounds (after \(\eta\) time slice), determines \(\mu\) time slice to communicate with the nodes selected as memory cells. The amount of \(\mu\) is calculated by (10).

\[
\mu = |M|
\]

where \(|M|\) represents the number of nodes selected as memory cells and \(\mu\) is the number of time slices determined to communicate with the nodes selected as memory cells.

The only operation in AIS algorithm is mutation. We
suppose that the mutation rate of each node \( \tau_{node} \) has reverse impact on its affinity value \( \text{affinity}_{node} \). \( \tau_{node} \) is calculated for each node according to (11).

\[
\tau_{node} = \psi / (\text{affinity}_{node} + \varepsilon)
\]  
(11)

where \( \psi \) is a constant number that is calculated in the way that mutation rate doesn’t become less than the determined level. Also \( \varepsilon \) is a constant number that should be selected properly in order that mutation rate doesn’t exceed the determined level.

In the proposed mechanism, the cluster head after some time slices \( (\sigma) \), selects some of nodes randomly \( (\partial \text{ percent of nodes}) \) and mutates the case history of nodes regarding their mutation rate. Fig. 3 shows a binary number with four different mutation rates.

\[
\begin{array}{c}
11101101 \\
11101101 \\
11101101 \\
11101101
\end{array}
\]

Fig. 3. A binary number with four different mutation rates

Regarding the binary values before and after mutation, it is clear that this operation makes smaller number bigger and big number smaller. When we have more mutation rate, then the change will be greater. Also, the nodes with less affinity have more mutation and vice versa.

In the proposed mechanism, the only way to give more chance to those nodes which had not any data to send in the past rounds and with low affinity value, is mutation. While it is possible that such nodes aren’t given any chance to communicate with cluster head in some successive rounds.

In order to overcome this challenge, after each \( \mu \times \eta \) time slice, the \( \delta \) number of time slices spent on communicating with \( \alpha \text{ percent of nodes} \) that their affinity are less than the \( \text{affinity}_{\text{threshold-bellow}} \). The value of \( \text{affinity}_{\text{threshold-bellow}} \) is calculated according to (12), Also the value of \( \delta \) is calculated according to (13). Note that \( \eta \) and \( \mu \) time slice is for communicating with cluster nodes and also with the nodes selected as memory cells.

\[
\text{affinity}_{\text{threshold-bellow}} = \lambda + \sum_{b=0}^{B-1} (2^b - 1)
\]  
(12)

\[
\delta = \alpha \times |C|
\]  
(13)

where \( \delta \) represents the number of time slices are allocated to communicate with such nodes, \( |C| \) represents number of nodes with affinity value less than \( \text{affinity}_{\text{threshold-bellow}} \). \( \alpha \) is percent of nodes which are communicated and are given chance to send data. It is obvious that \( \alpha \) will be between 0 and 1.

The cluster head repeats these tasks after \( n \) time slices. The value of \( n \) is calculated according to (14). These repetitions are shown in Fig. 4.

\[
\eta + \mu + \delta = n
\]  
(14)

This sequence continues until the new round of clustering.

After the number of time slices, the cluster head sends received information of its cluster members to the sink node.

\[
\theta = \text{Sin}^{-1} \left( \frac{x}{\sigma} \right)
\]  
(15)

\[
d_{node} = \sqrt{(x-x_{node})^2 + (y-y_{node})^2}
\]  
(16)

\[
\Omega = 2\pi / r
\]  
(17)

\[
\text{VirtualCluster}_{node} = \left[ \frac{\theta}{\Omega} \right]
\]  
(18)

In these equations, \( (x_{node}, y_{node}) \) is node coordinates and \( (x, y) \) is cluster head coordinates, \( r \) is the number of virtual clusters, \( \text{virtualCluster}_{node} \) is virtual cluster number of which the node is belong to it. In Fig. 5, one cluster is divided to six virtual clusters, so \( r = 6 \). If it is supposed that \( \theta = 150, \Omega = 60 \) and \( \text{virtualCluster}_{node} = 3 \) then as a result the node will be the member of third virtual cluster. After receiving all “registerMe” packets, the cluster head will be informed of the
number of all nodes in cluster and the number of nodes in each virtual cluster. After determining the number of existing nodes in each virtual cluster, the cluster head applies the AISSM algorithm to each virtual cluster separately and determines the number of necessary time slices in order to guarantee the quality of service. The cluster head calculates parameters for each virtual cluster separately according to (19) to (26).

\[ N_i + N_2 + \ldots + N_r = \sum_{i=1}^{r} N_i = N \]  
\[ \eta_i + \eta_2 + \ldots + \eta_r = \sum_{i=1}^{r} \eta_i = \eta \]  
\[ \mu_i = |M_i| \]  
\[ \mu_1 + \mu_2 + \ldots + \mu_r = \sum_{i=1}^{r} \mu_i = \mu = |M| \]  
\[ C_i + C_2 + \ldots + C_r = \sum_{i=1}^{r} C_i = C \]  
\[ \delta_i + \delta_2 + \ldots + \delta_r = \sum_{i=1}^{r} \delta_i = \delta \]  
\[ \alpha_i = \left( \frac{C_i}{C} \right) / \alpha \]  

In the above equations \( r \) represents the number of virtual clusters, \( N \) represents the number of all nodes and \( N_i \) is the number of nodes exists in the \( i \)th virtual cluster. \( \eta \) shows the number of all time slices allocated before giving quotas and \( \eta_i \) represents the number of time slices allocated to communicate for the \( i \)th virtual cluster. \( \mu_i \) is the number of all nodes selected as memory cells, \( M_i \) is the number of existing nodes in the \( i \)th virtual cluster selected as memory cells. \( M \) represents the number of existing nodes in memory cells set and \( M_i \) is number of nodes belonging to the \( i \)th virtual cluster which also are in the memory cells set. Fig. 6 shows the time slices of this mechanism.

![Fig. 6. Using virtual clustering to improve the node’s distribution](image)

VI. SIMULATION RESULTS

In this section, our proposed mechanism is simulated using NS2 simulator [13]. In order to evaluate it, we simulated LEACH protocol and used proposed scheduling mechanism in it (LEACHAISSM) and then compared it with original LEACH protocol which uses TDMA scheduling mechanism (LEACHTDMA). In order to perform simulation, 100 sensor nodes are distributed in an area equal to 100×100 square meters. The number of virtual clusters in our simulation is considered equal to 4 (\( r=4 \)). Other assumptions are as follow: \( B=8, \eta_i=50, \alpha_i=0.05, \lambda=128, \xi=3, \psi=128, \sigma=50 \) and \( \delta=50\% \). Each node that is selected as a cluster head will be responsible in 500 time slices. The cluster head puts the received data in a packet after 5 time slices and sends it to the sink node. The network is tested for loads (the average number of packets sent by each node in each time slice) 0.0125, 0.0250, 0.0375, 0.0500, 0.1000, 0.2000, 0.2500 and 0.3000. The simulation duration is 600 seconds and during simulation, the clustering step is performed several times.

A. The First Experiment

In this experiment, we show that the performance of proposed mechanism is improved. It means that the AISSM algorithm determines some members of cluster with more sending information. Thus, cluster head give them more chance to communicate with cluster heads. For this purpose, LEACH protocol with \( P=0.077 \) is employed using two scheduling mechanism. After clustering step based on LEACH protocol, the cluster heads begin to collect the data packets from their own cluster members using AISSM mechanism or TDMA. In this experiment, load parameter (i.e. the average number of packet sent by a node in each time slice) is considered 0.1. The results of experiment are shown in Fig. 7. Regarding 500 time slices for each cluster head to communicate with cluster members and also the number of received packet in various time slices, it is clear that in LEACHAISSM protocol, the cluster head communicates with cluster members in more time slice and so, cluster head knows its members conditions better than before. Thus cluster head communicates with a member which has more information to send. Therefore, it receives more data packets from its members. While in LEACHTDMA protocol, the cluster heads do not distinguish between their members.

![Fig. 7. Average data received in different time slices](image)

B. The Second Experiment

In this experiment, the average of received data in each time slice of two protocols LEACHAISSM and LEACHTDMA for different loads with \( P=0.077 \) are evaluated. Fig. 8 shows the results of this experiment. As it is shown, the average of received data in each time slice in LEACHAISSM is higher than LEACHTDMA. This is because in LEACHAISSM, the cluster head knows its active members by AISSM mechanism and so, these members are allocated more time to send information.
C. The Third Experiment

The purpose of this experiment is to evaluate the average time that each package waits for the proposed scheduling mechanism. For this purpose, LEACHAISSM and LEACHTDMA protocols with \( P = 0.077 \) for different loads are employed and the average of waiting time for each package is calculated. Fig. 9 shows the results of this experiment.

The experiment results show that the performance of LEACHAISSM is better in comparison with LEACHTDMA. Regarding that in LEACHAISSM, the active cluster members have more time to send information, they can send their data at a higher rate, therefore, the average of waiting time for their packets is decreased.

VII. CONCLUSION

In this paper, we proposed a scheduling mechanism based on AIS algorithm for communication between cluster heads and their members. In order to evaluate our mechanism, we simulated LEACH protocol and used proposed scheduling mechanism in it (LEACHAISSM) and then compared it with original LEACH protocol which uses TDMA scheduling mechanism (LEACHTDMA). The results of simulation show the effectiveness of the proposed mechanism.
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