
  

  
Abstract—In information security, intrusion detection is a 

challenging task for which designing of an efficient classifier is 
most important.  In the paper, network traffic data is classified 
using rough set theory where discretization of data is a 
necessary preprocessing step. Different discretization methods 
are available and selection of one has great impact on 
classification accuracy, time complexity and system 
adaptability.  Three discretization methods are applied on 
continuous KDD network data namely, rough set exploration 
system (RSES), supervised and unsupervised discretization 
methods to evaluate the classifier accuracy. It has been 
observed that supervised discretization yields best accuracy for 
rough set classification and provides system adaptability. 
 

Index Terms—Classification, cuts, discretization, network 
traffic, rough set theory.  
 

I. INTRODUCTION 
Online classification of network traffic data is very 

important to develop intrusion detection system (IDS) that 
automatically monitors the flow of network packets. Existing 
works on intrusion detection have been carried out to classify 
the network traffic as anomaly or normal. A majority of 
current IDS follow signature based approach [1] in which 
similar to virus scanners, events are detected that match 
specific predefined patterns known as “signatures”. The 
limitation of these signature based IDS is their failure to 
identify novel attacks and even minor variation of patterns 
are not detected accurately. In addition, sometimes IDS 
generate false alarm for alerting network administrator due to 
failure of handling imprecise data which has high possibility 
to appear in network traffic data. Therefore, accuracy, 
computation time and system learning are the key issues to be 
addressed properly for classifying such data. 

Classification is an important task in data mining research 
that facilitates analysis of huge amount of data. Rough Set 
Theory (RST) [2] is based on mathematical concept can 
handle vagueness in classification of data.  However, prior to 
applying RST, the data is discretized and selection of 
discretization procedure has great impact on classification 
accuracy.  In the paper, network traffic data [3] of KDD has 
been considered for generating training and testing patterns. 
In order to apply RST, the datasets are discretized using 
RSES , supervised and unsupervised based techniques. After 
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discretization [4], using indiscernibility relation of RST, a 
minimum subset of attributes of the dataset is selected, called 
reducts by applying exhaustive algorithm [5].  Rules are 
generated from the reducts and classifiers are built using rule 
set classifier [6].  Finally, classification accuracy has been 
expressed in form of confusion matrix [7], which provides 
information about actual and predicted classification 
achieved by a classification system. Classification accuracy 
is compared based on the discretized tables generated from 
cuts using RSES software, supervised technique and 
unsupervised technique using WEKA software.   

Section II describes about rough set theory, section III 
mentions about discretization, section IV depicts 
experimental results and section V concludes the paper and 
mentions future work. 

 

II. ROUGH SET THEORY  

A. Information System 
Information system [8] is nothing but Data table. Here we 

consider U as an nonempty set of objects, a data table is a 
tuple  (U,A,Va)a€A , where A is a set of attributes a:U Va 
and Va is a set of values for the attribute a. The set of 
attributes can be divided into two subsets, conditional set of 
attributes, C and decision set of attributes, D. C and D both 

are subsets of A, C A⊂ and D=A-C, Conditional set of 
attributes represent all the features or attributes of objects and 
decision set of attributes represent the classification of 
objects.   

B. Set Approximation 
Equivalence classes are called indiscernible [8]. If the 

values of conditional attributes of some objects are same, 
those objects are declared as indiscernible. In a data table 
where indiscernibility relations are found, table can be defined 
in two ways, consistent and inconsistent. If all the objects in 
indiscernibility relations are classified in the same class, the 
table is called as consistent on the other hand, if all the objects 
in indiscernibility relations are not classified as the same class, 
the table is said as inconsistent. In that case some 
features/attributes may have not been reflected precisely in the 
data table.  Rough set is defined (see, fig. 1) as a pair of crisp 
sets, lower approximation CX and upper approximation CX , 
where X is the target set. Lower approximation set is known as 
positive region because X is characterized by a particular 
decision value. There are also indiscernibility classes which 
contain only some tuples in X, which cannot be classified 
exactly. These are the objects in boundary region and 
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mathematically, represented as CXCX − . The elements 
which are in U- CX , belongs to the negative region.  X is crisp 

or precise when CX CX= , means boundary region is empty. 
 

 
Fig.1. Rough Set with Lower and Upper Approximation 

C. Reducts and Rule Generation 
In order to reduce redundant and insignificant attributes, 

concept of reducts is emerged in RST, a subset of conditional 
attributes representing the whole data table. Finding reduct is 
NP hard problem and many researchers [9] are working on 
fixing up algorithm for finding reduct. Decision rules [10] are 
generated from reducts and used for classification of objects.  

 

III. DISCRETIZATION 
Discretization is a process in which continuous attributes 

are divided into some intervals and represented by new 
values according to the intervals. In machine learning, 
discretization is an important approach for handling 
continuous attributes. There are many methods available [11] 
for discretization methods, equal width discretization (EWD), 
equal frequency discretization (EFD), fuzzy discretization 
(FD), entropy minimization discretization (EMD), iterative 
discretization (ID), proportional k-interval discretization 
(PKID), lazy discretization (LD), nondisjoint discretization 
(NDD), weighted proportional k-interval discretization 
(WPKID). Different discretization method is effective for 
different machine learning system. In the paper, supervised 
and unsupervised discretization methods are applied to 
discretize the continuous attributes. Supervised method 
considers class information while unsupervised 
discretization method does not consider class information 
intensively.  

 

IV. EXPERIMENTAL RESULTS 

TABLE I: COMPARISON OF CLASSIFICATION ACCURACY 

 

Accuracy 

Discretization 
using RSES 

Supervised 
Discretizatio

n using 
WEKA 

Unsupervised 
Discretization 
using WEKA 

Anomaly 0.994 0.991 0.927 

Normal 0.944 0.979 0.947 
Total 
Accuracy 0.986 0.989 0.930 

 
In the paper, subset of KDD network traffic data has been 

considered where the actual dataset contains 11850 objects 
and each object has 42 attributes. Our information system 
consists of 5332 objects for training and 1185 objects for 
testing the classifier. Three discretization methods, namely  
RSES, supervised and unsupervised methods are applied and 

then the discretized dataset is classified using RST after 
generating reducts and rule sets. Result for comparison of 
accuracy is shown in Table I. 

A. Discretization through Cut Generation Using RSES 
Cuts are defined as the partitions of a range for any 

continuous attribute. Cuts are calculated satisfying some 
natural conditions in the information system. Discretization 
of real valued attributes is done from the cut only.  In the first 
case, whole data set (‘KDDTest-21’) is split into two tables, 
containing 1185 and 10665 objects respectively. Then again 
the second table is split into two tables, having 5332 and 
5333 objects respectively. Using the cut set of table 
(‘KDDTest-21’_0.9_0.5_1_C), the discretized tables 
‘KDDTest-21’_0.9_0.5_1D and ‘KDDTest-21’_0.1D are 
formed. Decision rules are generated as shown in the table, 
‘KDDTest_21’_0.9_0.5_1D_R and finally, the table 
‘KDDTest-21’_0.1D_F is constructed after classification. 
Fig. 2 represents the action flow graph of the above case. 
Classification result is represented in the form of confusion 
matrix, shown in Table II.    

 
Fig. 2. Rough flowchart of actions of classification using RSES method of 

discretization 

TABLE II: CONFUSION MATRIX USING RSES METHOD OF DISCRETIZATION 

 
Predicted 

 anomaly normal Obja Accb Covc 

Actual 

anomaly 798 5 962 .994 .835 

normal 8 134 223 .944 .637 
True 

positive 
rate 

0.99 0.96    

a. Obj refers No. of Objects, b. Acc refers Accuracy, c. Cov refers Coversge 

B. Supervised Discretization using WEKA 

 

Fig. 3.  Flowchart of actions of classification using supervised method of 
discretization  

 
Whole dataset, ‘KDDTest-21’ is considered for supervised 

discretization using WEKA software. Supervised discretized 
table named as “supervised_Discretize”, which is imported in 
RSES environment. Tables of cut, discretization, rule 
generation and finally classification results are obtained like 
the earlier case and fig. 3 represents the action flow graph for 
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this case. Classification table is 
“supervised_Discretize_0.1_F” is represented in table III. 

TABLE III: CONFUSION MATRIX USING USING SUPERVISED DISCRETIZATION 

 
Predicted 

 anomaly normal Obja Accb Covc 

Actual 

anomaly 801 7 971 .991 .832 

normal 3 138 214 .979 .659 
True 

positive 
rate 

1 0.95    

a. Obj refers No. of Objects, b. Acc refers Accuracy, c. Cov refers Coversge 

C. Unsupervised Discretization using WEKA 
Whole dataset, ‘KDDTest-21’ is considered for 

unsupervised discretization in WEKA software. 
Unsupervised discretized table named as 
“unsupervised_Discretize” Fig. 4 represents the action flow 
graph for this case considering the steps of earlier two cases. 
Classification table is “unsupervised_Discretize_0.1_F” 
represented in table IV. 

 
Fig. 4.  Flowchart of actions of classification using Unsupervised Method of 

Discretization 

 
Fig. 5. Range of values of “Duration” attribute after discretization using 

RSES 

 
Fig .6.  Range of values of “Duration” attribute after supervised 

discretization 

 
Fig. 7. Range of values of “Duration” attribute after unsupervised 

discretization 

 

TABLE IV:  CONFUSION MATRIX USING UNSUPERVISED DISCRETIZATION 

 
Predicted 

 anomaly normal Obja Accb Covc 

Actual 

anomaly 707 56 993 .927 .768 

normal 7 126 192 .947 .693 
True 

positive 
rate 

0.99 0.96    

a. Obj refers No. of Objects, b. Acc refers Accuracy, c. Cov refers Coversge 

V. CONCLUSION AND FUTURE WORK 
Rough set theory based classification of network traffic 

data handles minimal set of attributes and vagueness that 
reduces complexity of the IDS. Comparison of the 
classification result in the three cases is demonstrated and the 
second case, i.e., classification after supervised discretization 
yields the best average accuracy.  Fig. 5, 6 and 7 are provided 
to show range of values of only one attribute “duration” after 
discretization, in three different methods. Comparing these 
figures, it can be decided that supervised discretization is 
much more rigorous that the other two methods. In the future 
work, optimized rule sets will be generated to decrease 
computational time of classification.    
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