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Abstract—This paper shows that the bandwidth of a cubic interpolator can be designed by using a weighted least-squares (WLS) method in the frequency-domain. We first show how to construct a length-6 cubic whose support is 6 by connecting three piecewise polynomials of the third degree, and then explain how to find its optimal coefficients through minimizing the weighted squared error between the ideal and actual frequency responses of the length-6 cubic. By adjusting the weighting functions on different frequency bands, we can easily control the bandwidth of interest. In practical applications, according to the distribution of the signal to be interpolated, we can adjust the weighting function in the interpolator design and thus obtain very accurate frequency bands. As a consequence, the original band-limited analog signal can be accurately reconstructed, which also leads to high-accuracy signal interpolation. A narrow-band design example is given to illustrate that the length-6 cubic can achieve much higher accuracy frequency response than other existing interpolators. Moreover, we also detail how to choose the weighting function including "don't care" frequency bands.
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I. INTRODUCTION

Signal resampling is a two-step process; the first step is to reconstruct the original band-limited analog signal from the given discrete signal using an interpolator and the second step is to resample the constructed analog signal at a different sampling-rate. The ideal interpolation kernel is the sinc function $h(t)$ defined as

$$h_d(t) = \frac{\text{sinc}(t)}{\pi t}$$

whose frequency response is an ideal low-pass filter

$$H_d(\omega) = \begin{cases} 1, & |\omega| \leq \pi \\ 0, & \text{otherwise} \end{cases}$$

And $\omega$ is the normalized angular frequency. In practice, this ideal low-pass characteristic cannot be exactly realized since the sinc function is spatially unlimited. Therefore, many interpolation kernels with finite-lengths have been developed for practical signal interpolations [1]-[6].

This paper proposes a frequency-domain weighted least-squares (WLS) method for designing a length-6 cubic whose support length is 6. The length-6 cubic is symmetric and formed by connecting three piecewise polynomials of the third degree. The optimal coefficients are found by minimizing the WLS error between the desired and actual frequency responses subject to a few constraints. Those constraints are imposed such that the length-6 cubic keeps the original discrete signal values unchanged after signal interpolation. Also, the first-order derivative continuity is also imposed. Since the length-6 cubic has 12 free parameters (coefficients), after imposing the above constraints on the design formulation, the remaining 2 free parameters are optimized in the WLS error sense, which improves the accuracy of the resulting length-6 cubic. A narrow-band design example is given to illustrate the excellent performance of the length-6 cubic. This paper also details how to choose the weighting function according to the spectra of the discrete-time signals to be interpolated. By changing the weighting functions in different frequency bands, the interpolator can be designed to be signal-dependent. Thus, this frequency-domain WLS design approach has high flexibility. This high flexibility in turn leads to high-accuracy signal-dependent interpolators.

II. INTERPOLATOR AND FREQUENCY RESPONSE

We define the time-domain length-6 cubic as

$$h(t) = \begin{cases} a_1 |t|^3 + a_2 |t|^2 + a_3 |t| + a_4, & |t| \leq 1 \\ b_1 |t|^3 + b_2 |t|^2 + b_3 |t| + b_4, & 1 \leq |t| \leq 2 \\ c_1 |t|^3 + c_2 |t|^2 + c_3 |t| + c_4, & 2 \leq |t| \leq 3 \\ 0, & \text{otherwise} \end{cases}$$

(3)

where the coefficient vectors

$$a = [a_1, a_2, a_3, a_4]$$

$$b = [b_1, b_2, b_3, b_4]$$

$$c = [c_1, c_2, c_3, c_4]$$

are to be determined. Obviously, the interpolation kernel is even-symmetric and its support is 6. This is why we call it length-6 cubic. The frequency response of $h(t)$ can be computed by using the Fourier transform as

$$H(\omega) = \int_{-\infty}^{\infty} h(t) e^{-j\omega t} dt$$

$$= 2 \int_{0}^{\infty} h(t) \cos(\omega t) dt$$

(4)

III. FREQUENCY-DOMAIN WLS DESIGN

To find the coefficient vectors $a$, $b$, and $c$, we impose the
following constraints on the cubic (3):

1) \( h(t) = 1 \) for \( t = 0 \);
2) \( h(t) = 0 \) for \( t = 1, 2, 3 \);
3) \( h(t) \) is continuous at the contacting points \( t = 1, 2, 3 \);
4) \( h'(t) \) (the first-order derivative of \( h(t) \) is continuous at the contacting points \( t = 0, 1, 2, 3 \).

By applying the above constraints to the interpolation kernel (3), we get the following 10 constraints

\[
\begin{align*}
    a_0 &= 1 \\
    a_3 + a_2 + a_1 + a_0 &= 0 \\
    b_1 + b_2 + b_1 + b_0 &= 0 \\
    8 b_3 + 4 c_2 + 2 c_1 + c_0 &= 0 \\
    8 c_3 + 9 c_2 + 3 c_1 + c_0 &= 0 \\
    27 c_3 + 9 c_2 + 3 c_1 + c_0 &= 0 \\
    a_0 &= 0 \\
    3 a_1 + 2 a_3 + a_4 &= 3 b_3 + 2 b_2 + b_1 \\
    12 b_1 + 4 b_2 + b_3 &= 12 c_3 + 4 c_2 + c_1 \\
    27 c_1 + 6 c_2 + c_1 &= 0.
\end{align*}
\]

Since the length-6 cubic (3) has 12 coefficients, and the above 10 constraints utilize 10 coefficients, the number of free parameters (coefficients) becomes 2. If we take \( b_3 \) and \( b_2 \) as free parameters, the remaining coefficients can be expressed as

\[
\begin{align*}
    a_3 &= -4 b_3 - b_2 + 2 \\
    a_2 &= 4 b_3 + b_2 - 3 \\
    a_1 &= 0 \\
    a_0 &= 1 \\
    b_1 &= -7 b_3 - 3 b_2 \\
    b_0 &= 6 b_3 + 2 b_2 \\
    c_3 &= 5 b_3 + b_2 \\
    c_2 &= -4 0 b_3 - 8 b_2 \\
    c_1 &= 1 0 5 b_3 + 2 1 b_2 \\
    c_0 &= -9 0 b_3 - 1 8 b_2.
\end{align*}
\]

As a result, the frequency response can be compactly expressed as

\[
H(\omega) = b_2 f(\omega) + b_3 g(\omega) + z(\omega)
\]

with

\[
\begin{align*}
    f(\omega) &= \frac{12 \sin(\omega) - 12 \sin(2\omega) - 4 \sin(3\omega)}{\omega^3} \\
             &+ \frac{12 \cos(\omega) + 12 \cos(2\omega) - 12 \cos(3\omega) - 12}{\omega^4} \\
    g(\omega) &= \frac{44 \sin(\omega) - 64 \sin(2\omega) - 20 \sin(3\omega)}{\omega^3} \\
             &+ \frac{60 \cos(\omega) + 48 \cos(2\omega) - 60 \cos(3\omega) - 48}{\omega^4} \\
    z(\omega) &= \frac{-12 \sin(\omega)}{\omega^3} + \frac{24 - 24 \cos(\omega)}{\omega^4}.
\end{align*}
\]

Thus, the weighted squared error of the frequency response is

\[
e(b_2, b_3) = \int_{-\infty}^{\infty} W(\omega) [H(\omega) - H_d(\omega)]^2 d\omega
= \int_{-\infty}^{\infty} W(\omega) [b_2 f(\omega) + b_3 g(\omega) + z(\omega) - H_d(\omega)]^2 d\omega
\]

where the weighting function \( W(\omega) \) is selected as

\[
W(\omega) = \begin{cases} 
1, & \omega \in (2k\pi - \alpha\pi, 2k\pi + \alpha\pi), \ k = 0, \pm 1, \pm 2, \pm 3 \\
0, & \text{otherwise}
\end{cases}
\]

The reason why the weighting function \( W(\omega) \) is chosen as such will be detailed later. To find the optimal coefficients \( b_2 \) and \( b_3 \), we differentiate \( e(b_2, b_3) \) with respect to \( b_2 \) and \( b_3 \), respectively, and then set the derivatives to zero, thus

\[
\begin{align*}
    b_2 &\int_{-\infty}^{\infty} W(\omega) f^2(\omega) d\omega + b_3 \int_{-\infty}^{\infty} W(\omega) f(\omega) g(\omega) d\omega \\
    &= \int_{-\infty}^{\infty} W(\omega) [H_d(\omega) - z(\omega)] f(\omega) d\omega \\
    d_1 &\int_{-\infty}^{\infty} W(\omega) f(\omega) g(\omega) d\omega + b_3 \int_{-\infty}^{\infty} W(\omega) g^2(\omega) d\omega \\
    &= \int_{-\infty}^{\infty} W(\omega) [H_d(\omega) - z(\omega)] g(\omega) d\omega.
\end{align*}
\]

The above equations can be expressed in matrix form as

\[
\begin{bmatrix}
    A_{11} & A_{12} \\
    A_{21} & A_{22}
\end{bmatrix}
\begin{bmatrix}
    b_2 \\
    b_3
\end{bmatrix}
= \begin{bmatrix}
    d_1 \\
    d_2
\end{bmatrix}
\]

By solving the matrix equation (11), we yield the optimal coefficients \( b_2 \) and \( b_3 \). Other remaining coefficients can be easily computed by using the relations in (5).

Next, let us consider why the weighting function is selected as (9). Assume that \( f_i \) are the sampled values of the band-limited analog signal \( f(t) \). By utilizing the interpolation kernel \( h(t) \) and the discrete-time signal values \( f_i \), we can approximately reconstruct the analog signal as

\[
\hat{f}(t) = \sum_{i = -\infty}^{\infty} f_i h(t - i)
\]

which is called the convolution. Therefore, the frequency response of the reconstructed analog signal is

\[
\hat{F}_i(\omega) = F_i(\omega) H(\omega)
\]

where \( F_i(\omega) \) and \( H(\omega) \) are the Fourier transforms of \( f_i \) and \( h(t) \), respectively, and \( w \) is the normalized angular frequency. As shown in Fig. 1, if \( f(t) \) is band-limited, then the reconstructed signal is periodic as shown in Fig. 2. In the ideal case, if the frequency response of the designed interpolator is identical to the desired one, then the reconstructed analog signal has exactly the same frequency response as \( f(t) \). This ideal reconstruction process is shown in Fig. 3. However, in practice, since the actual interpolator cannot be designed exactly equal to the desired one, then the reconstructed analog signal has
non-zero frequency response outside the frequency range \( \omega \in [-\alpha \pi, \alpha \pi] \) as shown in Fig. 4, where some errors occur in the frequency bands \( \omega \in [2k\pi - \alpha \pi, 2k\pi + \alpha \pi] \). Such errors cause aliasing problem when re-sampling the reconstructed analog signal. Therefore, the errors in the frequency bands \( \omega \in [2k\pi - \alpha \pi, 2k\pi + \alpha \pi] \) should also be suppressed as shown in Fig. 5, which can be done by using the weighting function selected as (9). The remaining frequency bands can be regarded as 'don't care' bands since no frequency components exist in such bands.

\[
h(t) = \begin{cases} 1.3191|t|^3 - 2.3191|t|^2 + 1 \\ -0.5902|t|^3 + 3.0419|t|^2 - 4.9938|t| + 2.5422 \\ 0.0905|t|^3 - 0.7247|t|^2 + 1.9025|t| - 1.6307 \end{cases} \quad (13)
\]

Fig. 6 depicts the time-domain interpolation kernel, and Fig. 7 illustrates its frequency response. Table I tabulates the maximum absolute errors and normalized root-mean-square (NRMS) errors of frequency responses of various interpolators, where the errors are computed in the frequency bands

\( \omega \in [2k\pi - 0.15\pi, 2k\pi + 0.15\pi], \quad (k=0, \pm 1, \pm 2, \pm 3) \)

Clearly, the designed narrow-band length-6 cubic has the smallest NRMS error and maximum error. That is, the resulting narrow-band cubic has the highest design accuracy.

Finally, let us provide some comments on the signal interpolation using variable fractional-delay (VFD) digital
Signals and then produce also discrete-time signals. Thus, for introduction. As a result, the continuous-time interpolation (analog low-pass filters) like the length-6 cubic proposed in the reconstruction of an analog signal, interpolation kernels cannot be used because they operate on discrete-time signals and then produce also discrete-time signals. Thus, for the reconstruction of an analog signal, interpolation kernels (analog low-pass filters) like the length-6 cubic proposed in this paper must be used. Moreover, once the analog signal is reconstructed by using the interpolation kernel, new discrete-time signal can be easily obtained by re-sampling the reconstructed analog signal, which has been mentioned in Introduction. As a result, the continuous-time interpolation kernels cannot only be used in the reconstruction of the original analog signal, but also can be applied to signal interpolation, but the signal interpolation requires two steps (reconstruction and re-sampling).

![Fig. 6. Narrow-band length-6 cubic](image)

V. CONCLUSION

Since the bandwidth of the length-6 cubic can be adjusted through adjusting the weighting functions, different cubic interpolators can be designed for interpolating different signals with different spectra. As compared with the existing interpolators, the WLS frequency-domain cubic interpolators can be designed with changeable bandwidth. Thus, the new design approach has higher flexibility than the existing ones.

As future research topic, it is necessary to develop new frequency-domain methods for designing interpolators with maximum frequency response error (peak error) suppressed.
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