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Abstract—By synthesizing multiple frequency signals into a wideband signal, the frequency diverse multiple-input-multiple-output (FD-MIMO) radar can obtain higher resolution than ordinary MIMO radar. Furthermore, FD-MIMO radar can obtain higher resolution and better recovery performance by exploiting the sparsity of the targets. For moving targets with unknown velocities, the recovery performance based on compressive sensing (CS) would significantly degrade if the estimation accuracy of velocities is not enough. We propose a new approach of adaptive sparse recovery via velocity estimation (ASR-VE) for multiple moving targets FD-MIMO imaging. ASR-VE estimates the scattering coefficients as well as the unknown velocities involved in the sensing matrix in the loop iterations. Numerical simulations are carried out to verify the effectiveness of the proposed method.
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I. INTRODUCTION

Multiple-input-multiple-output (MIMO) radar system has attracted much attention recently due to the additional degrees of freedom and the higher spatial resolution [1]. Moreover, MIMO radar system with frequency diversity (FD-MIMO) has been researched widely [2], [3], since its range resolution can be further improved by simultaneously fusing the echoes coming from different transmitters to form a wideband signal.

In most radar imaging applications, the scatterers of the target are often sparsely distributed. Using compressive sensing (CS) based sparse recovery techniques, higher resolution and better recovery performance can be obtained by exploiting the sparsity of the scatterers [4], [5]. Generally, CS casts the sparse recovery problem as an estimation problem corresponding to $y = \Phi x + e$, where $y$ is the echoes received, $e$ is the additive noise, $\Phi$ is the sensing matrix, and $x$ is the unknowns to be recovered. CS searches for the sparsest $x$, i.e. the solution with least non-zero entries.

MIMO radar imaging for moving targets has been developed in [6], [7]. Since the sensing matrix $\Phi$ is effected by the velocities, if the velocities are not accurately estimated, $\Phi$ can mismatch the actual one and then degrade the sparse recovery performance. Chi et al. [8] verify that the sparse recovery performance is likely to suffer from a large error when the mismatch of the sensing matrix exists. Hence, it is crucial to estimate the velocities and eliminate the mismatch in the sensing matrix. [9], [10] use an overcomplete dictionary approach to jointly estimate the scattering coefficients and velocities by constructing a grid of possible scatter velocities at each location. However, the estimation problem would be time-consuming due to the enlargement of the unknowns vector, and also the estimation accuracy would be determined by the discretization level of the velocities. If the case of the off-grid velocity exists, the sparse recovery performance would be deteriorated [11].

In this paper we derive the model of FD-MIMO radar imaging for multiple moving targets and develop an improved iterative alternating approach of adaptive sparse recovery via velocity estimation (ASR-VE). ASR-VE estimates the scattering coefficients as well as the unknown velocities involved in the sensing matrix in the loop iterations. Simulation results verify the effectiveness of the proposed method.

Notation: $(\cdot)^H$, vec$(\cdot)$ denote the conjugate transpose, and the vectorization operation, respectively. $\| x \|_p$ denote the $l_p$ norm of a vector $x$. $\| A \|_2$ is the spectral norm of the matrix $A$. diag$(x)$ is a diagonal matrix with its diagonal entries being entries of a vector $x$.

II. PROBLEM FORMULATION

The scenario of MIMO radar system composed by $M$ transmitters and $N$ receivers is illustrated in Fig. 1. For simplicity, uniform linear arrays (ULA) are considered with inter-element spacing given by $d_r = Nd$ and $d_d = d$, respectively. Here we focus our derivation on the linear frequency modulated (LFM) based FD-MIMO radar imaging. The different transmitter elements transmit LFM signals within different bands respectively.

Fig. 1. Imaging scenario for moving targets FD-MIMO radar

Define $s(t)=[s_1(t), s_2(t), \ldots, s_M(t)]^T$ where $s_m(t)$ indicates the LFM waveform for the $m^{th}$ transmitter,
where $\gamma$ is the chirp rate, $f_m$ is the carrier frequency of the $m$-th transmitter, $f_m= f_0+m\gamma T_c$, $f_c$, $T_c$ represent the reference carrier frequency and the pulse duration, respectively. $\text{Rect}(\cdot)$ is the rectangular window with the pulse duration $T_c$.

We assume the targets are located in the far-field and the imaging scene contains $U$ radial range bins and $V$ angle bins. Setting $K=UV$, and supposing that the targets are moving at time-invariant velocities, we define $\sigma_k$, $R_{k}\theta_k$, $\theta_{k\theta_k}$, $v_k$ for $k=1,2,...,K$ as the scattering coefficient, the initial radial range, the initial impinging angle and the velocity, respectively. The targets are sparsely distributed, apparently, if no scatterer is at the $k^{th}$ grid bin, then $\sigma_k=0$, $v_k=0$.

The echoes of $N$ receivers $z(t)=[z_1(t), z_2(t),..., z_N(t)]^T$ can be written in the following form,

$$z(t)=\sum_{k=1}^{K}\sigma_k \mathbf{b}(\theta_k(t)) \mathbf{a}^T(\theta_k(t)) s \left( t- \frac{2R_k(t)}{c} \right) + e(t) \quad (2)$$

where $e(t)$ is the additive noise. The terms $\{\mathbf{a}(\theta_k)\}$ and $\{\mathbf{b}(\theta_k)\}$ refer to the transmit and receive steering vectors, respectively. Assuming that the bandwidth of each LFM signal $B=\pi T_c$ is narrow and the imaging scene is small, then $\{\mathbf{a}(\theta_k)\}$ and $\{\mathbf{b}(\theta_k)\}$ can be described by (3),

$$\mathbf{a}(\theta_k) = \left[1, \exp\left(-\frac{2\pi f_0 d_\theta \theta_k}{c}\right), ..., \exp\left(-\frac{2\pi f_0 d_\theta \theta_k}{c}\right)^N\right]^T$$

$$\mathbf{b}(\theta_k) = \left[1, \exp\left(-\frac{2\pi f_0 d_\theta \theta_k}{c}\right), ..., \exp\left(-\frac{2\pi f_0 d_\theta \theta_k}{c}\right)^N\right]^T$$

where $d_{\theta}=\text{Mid}$, $d_{\varphi}=\text{Mid}$.

After orthogonal separation, we can obtain the echo signal corresponding to the $m^{th}$ transmitter and the $n^{th}$ receiver as

$$z_{mn}(t)=\sum_{k=1}^{K}\sigma_k b_{m}(\theta_k(t)) a_n(\theta_k(t)) s \left( t- \frac{2R_k(t)}{c} \right) + e_{mn}(t) \quad (4)$$

where $a_n(\theta_k)$ is the $m$-th element of $\{\mathbf{a}(\theta_k)\}$, $b_m(\theta_k)$ is the $n$-th element of $\{\mathbf{b}(\theta_k)\}$.

We are also assuming that the velocities of the targets are small enough so that their displacement during a pulse period can be neglected. This assumption is well justified, and has been shown not to affect the estimation performance [12]. Supposing that the reference range is $R_0$, for LFM signal, we have

$$s_{m} \left( t- \frac{2R_k(t)}{c} \right) \approx \text{rect} \left( \frac{t'}{T} \right) \exp \left( -\frac{4\pi^2}{c} \left( f_{m}+\gamma t' \right) r_k(t) - \frac{r_k^2(t)}{c^2} \right)$$

where $t'=t-2R_k/c$, $r_k(t)=R_k(t)-R_0$. Define $v_k=[v_{kR}, v_{k\theta}], \gamma_k<\frac{c}{T_c}$, where $c$ is the speed of light, then the instantaneous position of the $k^{th}$ scatterer can be written as $R_k(t)=R_0+\gamma_k t, \theta_k(t)=\theta_0+v_{k\theta} t$. After dechirping and removing the residual video phase in (5) according to [13], for the $q^{th}$ (q=0,2,...,Q-1) snapshot (the sampling interval is $T_s$, which is the same as the pulse repetition period), we have

$$z_{mq} = \sum_{k=1}^{K} \sigma_k \exp \left[ -\frac{2\pi (f_{m}+\gamma q T_s) q}{c} \left( r_{k+q} v_{k\theta} q T_s + f_{m} d_{m} + d_{n} \right) \theta_{k+q} v_{k\theta} q T_s / R_0 \right]$$

where we set $t_0=2R_0/c$ as the initial moment. The elements of the echoes are index by the tuple $(m, n, q)$, with $q$ being the sampling times associated with the $m^{th}$ transmit-receive pair.

Define $z=\text{vec}(z_{mq})$ with its size $MNQ \times 1$, $e=\text{vec}(e_{mq})$ with the same size, then set

$$\Phi = \text{vec} \left[ \exp \left( -\frac{2\pi (f_{m}+\gamma q T_s) q}{c} \left( r_{k+q} v_{k\theta} q T_s + f_{m} d_{m} + d_{n} \right) \theta_{k+q} v_{k\theta} q T_s / R_0 \right) \right]$$

Moreover, we let $\Phi=\Phi(v)$, where $v=[v_{kR}, v_{k\theta},..., v_{K\theta}]$, $v_R=[v_{R1}, v_{R2},..., v_{RK}]$, $v_\theta=[v_{\theta1}, v_{\theta2},..., v_{\thetaK}]$.

Then the echoes can be redefined as

$$z = \Phi(v) \sigma + e \quad (8)$$

While the scattering coefficients $\sigma$ enter the problem linearly, the unknown velocities $v$ do not, so the overall problem is nonlinear and coupled. When the velocity is ignored (set to zero) or set to an incorrect value, the target recovery exhibits defocusing of the energy of the moving scatterer [14]. Therefore, we propose a new approach of adaptive sparse recovery via velocity estimation (ASR-VE) to solve the under-determined and non-linear problem.

III. SPARSE RECOVERY APPROACH

With the constraint that $\sigma$ is a sparse vector, (8) can be well solved by sparse recovery techniques. Compared to $||\sigma||_2$, using $||\sigma||_0 < 0 < p < 1$ can get sparser solution, so we use $||\sigma||_0 < p < 1$ for sparse punishment, then the corresponding optimization problem is written as

$$\hat{\sigma}, \hat{v} = \arg \min ||\sigma||_2^2, s.t. ||z-\Phi(v)\sigma||_2^2 \leq E \quad (9)$$

where $e$ is the noise power. Since (9) is a non-linear problem, in the ASR-VE framework we use an iterative loop to solve it. Detailed algorithm is stated as follows.

A. Step 1: Sparse Recovery

Assuming that $v^{(0)}$ are obtained, where $l$ is the counter of iteration, we seek for the optimal $\sigma^{(l+1)}$ to minimize the following equivalent cost function,

$$F_l \left( \sigma^{(l+1)} \right) = \left( \sigma^{(l+1)} \right)^p + \frac{1}{E} \left( z - \Phi(v^{(l)})) \sigma^{(l+1)} \right)_2^2 \quad (10)$$
Letting $\frac{dF}{d\theta^{(l+1)}}=0$, defining $\alpha=\rho^{\delta/2}/2$, from (10), we can get that [15]

$$\sigma^{(l+1)} = W \left( (\Phi W)^H \Phi W + \alpha I \right)^{-1} (\Phi W)^H z \quad (11)$$

where we indicate $W=W(\sigma^{(l)})$, $\Phi=\Phi(v)$ for simplicity, and

$$W=W(\sigma^{(l+1)})=\text{diag}\left( [\sigma_1^{-\rho/2}, \sigma_2^{-\rho/2}, \ldots, \sigma_K^{-\rho/2}] \right) \quad (12)$$

Using iterative relaxation method, we can get the recursion formula corresponding to $\sigma^{(l+1)}$,

$$\sigma^{(l+1)} = W^{(l)} \left( (\Phi W^{(l)})^H \Phi W^{(l)} + \alpha I \right)^{-1} (\Phi W^{(l)})^H z$$

where $s$ is the internal iteration index, and $W_{(l+1)}=W(\sigma^{(l)})$.

Moreover, considering $MNQ<K$, with the aid of matrix inversion formula [16], we can get the recursion formula corresponding to $\sigma^{(l+1)}$,

$$\sigma^{(l+1)} = \left( W^{(l)} \right)^H \left( \Phi \left( \Phi^T \Phi \right)^{-1} \Phi^T \right)^{-1} \left( \Phi^T \Phi \right)^{-1} \Phi^T \sigma^{(l)} + \alpha I \right)^{-1} \left( \Phi W^{(l)} \right)^H z \quad (13)$$

The internal iteration about $\sigma$ stops when $\sigma^{(l+1)}$ converges, yielding $\sigma^{(l)}$.

**B. Step 2: Velocity Estimation**

After getting $\sigma^{(l)}$, we linearize $\Phi(v)$ at local neighborhood of $v^{(l)}$ with Taylor expansion,

$$\Phi(v) = \Phi(v^{(l)}) + \Delta v \Phi_v^{(l)}$$

where $\Phi_v^{(l)} = \frac{\partial \Phi(v)}{\partial v} \bigg|_{v=v^{(l)}}$.

Define $\Psi^{(l)} = [\Psi_v^{(l)}, \text{diag}(\sigma^{(l)})]$, $\Psi_v^{(l)} = [\Psi_v^{(l)}, \text{diag}(\sigma^{(l)})]$, then we search for optimized $\Delta v$ corresponding to

$$\Delta v^{(l+1)} = \arg \min_{\Delta v} \left\| \Delta v \left( \Psi^{(l)} \right)^H \left( \Psi^{(l)} \right)^T - \Psi_v^{(l)} \right\|_2$$

From (16), we can get

$$\Delta v^{(l+1)} = \text{Re} \left[ \left( \Psi^{(l)} \right)^H \left( z - \Phi(v^{(l)}) \sigma^{(l)} \right) \right]$$

So we can get the velocity estimation results as

$$v^{(l+1)} = v^{(l)} + \Delta v^{(l+1)} \quad (18)$$

**C. Step 3: Adaptive Update for Norm $p$**

The recovery performance depends on selection of norm value $p$. To make norm $p$ sensitive to the convergence, we make an adaptive update for $p$. Defining Normalized Mean Square Error ($\text{NMSE}^{(l)} = \| \sigma^{(l)} - \sigma^{*} \|^2 / \| \sigma^{(l)} \|^2$), we then update $p$ as

$$p^{(l+1)} = p^{(l)} + \beta \frac{\text{NMSE}^{(l)}-\text{NMSE}^{(l-1)}}{\text{NMSE}^{(l)}}$$

where $\beta$ indicates a positive constant to control the incidence of NMSE.

Then, set $l=l+1$ and repeat the three steps above until ASR-VE shows no obvious improvement.

Through alternating iteration, ASR-VE turns the non-linear optimization problem to a linear optimization problem. In the first step of sparse recovery, it is shown in [15] that when $\sigma^{(l)}$ is transformed to $\sigma^{(l+1)}$, the cost function of $F_1$ decreases. The second step of velocity estimation is a least-square problem, so the cost function also decreases. To accelerate the convergence of ASR-VE, we add an adaptive update process for norm $p$.

The sketch of ASR-VE is as follows:

**TABLE I: THE SKETCH OF ASR-VE**

<table>
<thead>
<tr>
<th>Adaptive sparse recovery via velocity estimation (ASR-VE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Input: $z$, $\Phi(0)=\Phi(v^{(0)})$; Initialization: $\sigma^{(0)} = \left( (\Phi(0)^T \Phi(0))^{-1} \right)^H z$;</td>
</tr>
<tr>
<td>Iteration (denote $l$ as the counter of iteration):</td>
</tr>
<tr>
<td>i. estimate $\sigma^{(l)}$ by (14);</td>
</tr>
<tr>
<td>ii. calculate $v^{(l)}$ by (18);</td>
</tr>
<tr>
<td>iii. update $p^{(l+1)}$ by (19);</td>
</tr>
<tr>
<td>iv. $l \rightarrow l+1$;</td>
</tr>
<tr>
<td>v. end: The loops are terminated when the norm of $\sigma$ changes moderately between the adjacent loop.</td>
</tr>
<tr>
<td>Output: $\sigma^{(l)}$, $v^{(l)}$</td>
</tr>
</tbody>
</table>

**IV. SIMULATION RESULTS**

In this section, we present several numerical simulation results to illustrate the performance of the proposed algorithm. The simulation conditions are given in Table II. From Table II, we know that the wavenumber-domain coverage is $(2MB/c, (MN-1)df/c)$ [17], so we set the range bin $\rho_{i}=c/(2MB)=1m$, and the angle bin $\rho_{d}=c/(\text{df} (MN-1)) \approx 0.001 rad$. The signal to noise ratio (SNR) is set to be 20dB.

**TABLE II: SIMULATION CONDITIONS**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of transmitters $M$</td>
<td>10</td>
</tr>
<tr>
<td>Number of receivers $N$</td>
<td>10</td>
</tr>
<tr>
<td>Bandwidth of each transmitted signal $B$</td>
<td>15MHz</td>
</tr>
<tr>
<td>Pulse duration $T_{r}$</td>
<td>5us</td>
</tr>
<tr>
<td>Pulse repetition period $T_{p}$</td>
<td>5ms</td>
</tr>
<tr>
<td>Number of snapshots $Q$</td>
<td>15</td>
</tr>
<tr>
<td>Carrier frequency of the first transmitter $f_{c}$</td>
<td>10GHz</td>
</tr>
<tr>
<td>inter-element spacing of the transmitters $d_{t}$</td>
<td>3m</td>
</tr>
<tr>
<td>inter-element spacing of the receivers $d_{r}$</td>
<td>0.3m</td>
</tr>
<tr>
<td>reference range $R_{0}$</td>
<td>1km</td>
</tr>
</tbody>
</table>

The original scatterer distribution of the targets is shown in Fig. 2. There are $U=40$ radial range bins and $V=40$ angle bins. And there are 10 scatterers with unit scattering coefficient in...
the scene of interest. The velocities is given in Table III.

![Fig. 2. Scatterer distribution of the targets](image)

**TABLE III: THE VELOCITIES OF SCATTERERS**

<table>
<thead>
<tr>
<th>Scatterer</th>
<th>Amplitude of Velocity (m/s)</th>
<th>Range component of velocity (m/s)</th>
<th>Angle component of velocity (rad/s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>①</td>
<td>20</td>
<td>-16</td>
<td>$12 \times 10^3$</td>
</tr>
<tr>
<td>②</td>
<td>20</td>
<td>-16</td>
<td>$12 \times 10^3$</td>
</tr>
<tr>
<td>③</td>
<td>36.8</td>
<td>26</td>
<td>$-26 \times 10^3$</td>
</tr>
<tr>
<td>④</td>
<td>20</td>
<td>-16</td>
<td>$12 \times 10^3$</td>
</tr>
<tr>
<td>⑤</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>⑥</td>
<td>22.7</td>
<td>16</td>
<td>$16 \times 10^3$</td>
</tr>
<tr>
<td>⑦</td>
<td>32.5</td>
<td>28.1</td>
<td>$-16.3 \times 10^3$</td>
</tr>
<tr>
<td>⑧</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>⑨</td>
<td>26.4</td>
<td>13.2</td>
<td>$22.9 \times 10^3$</td>
</tr>
<tr>
<td>⑩</td>
<td>26.4</td>
<td>13.2</td>
<td>$22.9 \times 10^3$</td>
</tr>
</tbody>
</table>

Here, we consider four techniques, namely, the standard matched filtering (MF) approach, orthogonal matching pursuit (OMP), overcomplete dictionary (OCD) reconstruction method [9] and ASR-VE. OCD introduces an appropriate overcomplete dictionary of velocity hypotheses by constructing a grid of possible scatter velocities at each location. Then the unknown vector is extended to contain all possible scatterer velocities and locations.

Firstly, to confirm that it is crucial to make good velocity estimation to get good sparse recovery performance, we present the imaging results of multiple moving targets while the velocities are ignored or known precisely using MF and OMP. The results are shown in Fig. 3. The imaging results by MF totally fail because of the incomplete wavenumber-domain coverage whatever the velocities are ignored or known precisely. The imaging results by OMP show that the reconstructed targets are blurred caused by ignoring the velocity information, however, if the velocity information is known precisely, good imaging performance can be obtained.

![Fig. 3. (a) Imaging result by MF in the case of ignoring velocities, (b) Imaging result by MF in the case of known velocities, (c) Imaging result by OMP in the case of ignoring velocities, (d) Imaging result by OMP in the case of known velocities.](image)

Secondly, we present the sparse recovery results by the proposed method (ASR-VE) and OCD given in Fig. 4. ASR-VE and OCD methods are likely to obtain good recovery performance since the velocities are estimated. the imaging results of ASR-VE surpass that of OCD because we can get more accurate velocity estimation and sparser solution.

Finally, we calculate the normalized Mean Square Error (NMSE) of target recovery and velocity estimation results versus different SNR. The SNR varies from 0dB to 40dB with interval 5dB. The results shown in Fig. 5 are averaged over 30 independent trials. From Fig. 5, it can be seen that the target recovery errors by MF, OMP always maintain a high level, even when the SNR increases, this is because the velocity information can't be estimated. However, ASR-VE and OCD can get improved target recovery and also velocity estimation results when the SNR is greater than 15dB. ASR-VE also surpasses that of OCD, which illustrates that ASR-VE is more robust to noise.

![Fig. 4. (a) Target recovery result by OCD, (b) Target recovery result by ASR-VE, (c) Velocity estimation result by OCD and ASR-VE.](image)
benefited from adaptively velocity and norm $p$ adjusting and good recovery performance and velocity estimation. Besides, alleviate the mismatch of the sensing matrix, at last, obtain can adaptively estimate the velocities of the targets and then multiple moving targets FD-MIMO radar imaging. ASR-VE simulations illustrate the effectiveness of the new method, converge to the true value. The derivations and numerical practical systems.

In this paper, we propose a new approach of adaptive sparse recovery via velocity estimation (ASR-VE) for multiple moving targets FD-MIMO radar imaging. ASR-VE can adaptively estimate the velocities of the targets and then alleviate the mismatch of the sensing matrix, at last, obtain good recovery performance and velocity estimation. Besides, benefited from adaptively velocity and norm $p$ adjusting and updating, ASR-VE has some merits, e.g., better recovery performance, improved robustness to noise, accelerated converge to the true value. The derivations and numerical simulations illustrate the effectiveness of the new method, which shows the potential for the method to be applied in practical systems.

V. CONCLUSIONS
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