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Abstract—This paper presents an integrated face detection and classification system for faces with frontal pose. The face detection sub-system is based on Haar wavelet coefficients and the face classification sub-system is based on support vector machines. The proposed system is trained using the VISIO multi-view face database and is tested using the commonly used test sets. Our experiments show that the proposed face detection sub-system has a 94.8% detection rate while the face classification sub-system has a 68.1% classification rate.
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I. INTRODUCTION

Nowadays, there are a lot of applications that rely on the classification of human faces. For example, such a system can be employed as a part of a security system that allows access to a certain area only to persons that are members of a certain group. Another example is a surveillance system that can give an alert to law enforcement agencies of the presence of people that are known to belong to terrorist groups. Each of these applications relies on the integration of a face detection system and a face classification system. The face detection system is used to locate the facial area within the input image while the face classification system is used to determine to which group the detected person belongs.

Ideally, a face detection system should be able to locate all the faces in a digital image, regardless of position, scale, orientation, age, expression, illumination conditions and image content [1]. There are many discriminating features that can be used to detect faces proposed in the literature. For example, one can use human skin colour detection to locate faces [1][2]. Another approach is to use template matching methods [3]. The authors in [2] have also proposed another possible approach, by detecting the presence of objects, like nose and nostrils, which are normally present in human faces. Finally, another approach that has been proposed is the use of statistical models of the facial area and non-facial areas [4]. In our previous works [5][6], we have shown that the use of 1-dimensional Haar wavelet coefficients as a discriminating feature to detect faces can give a satisfactory result which are robust againsts variations in background, illumination and subject expression.

Face classification system is a machine that is used to classify people based on their face. Support Vector Machines (SVM) is one of the possible methods used to classify faces. SVM is well-known because this method utilized optimization approach to construct a separating hyperplane as a decision surface [7]. This hyperplane is constructed in a high-dimensional feature space by using a nonlinear mapping. By the means of SVM, the face classification system is expectantly able to construct a decision surface which maximizes the margin of separation between the face images among the two groups of people.

This paper presents a system that could detect the areas of an image which contain faces and subsequently classify the detected faces into one of two groups (i.e., “members” and “non-members”). This system is designed to detect faces with frontal pose only. Furthermore, the system is not designed to establish the identity of each individual subject. In other words, the system is not designed as a face recognition application.

The remainder of this paper is organized as follows. Section 2 will review the Haar wavelet transformation. Section 3 will summarize the SVM classifier. Section 4 will discuss the proposed face detection and classification algorithms. Section 5 will discuss the experimental setup and results that we obtained. Finally, Section 6 will present conclusions and some pointers to our future work.

II. HAAR WAVELET

Haar wavelet transform is the oldest wavelet transform. It is also the wavelet transform with the simplest basis transform [8], consisting simply of 2 step functions. This basis function can be scaled so that it spans either a large portion of the image (i.e., more spatial extent or lower frequency resolution) or so that it covers only a small portion of the image (i.e., less spatial extent or higher frequency resolution).

At its highest frequency resolution, the basis function covers 2 adjacent pixels. The horizontal and vertical wavelet representations can thus be calculated by simply using the following equations [9]:

\[ I_h(i, j) = I(i+1, j) - I(i, j) \]  
\[ I_v(i, j) = I(i, j+1) - I(i, j) \]  

In Equations (1) and (2), \( I_h \) and \( I_v \) refers to the horizontal and vertical 1-dimensional Haar wavelet representations of an input image \( I \), respectively. The indices \( i \) and \( j \) refers to the spatial position of the image pixels.
Similar to other wavelet transforms, Haar wavelet transform is widely used in the field of digital image compression [8],[10]. This transformation can also be utilized in pattern recognition applications, particularly in face detection and recognition applications. This is due to the fact that Haar wavelet coefficients can capture the features of the input image. The authors in [1] describe the use of Haar-like features in face detection problem. The author in [9] also uses Haar wavelet coefficients as one discriminating feature to detect faces. Equations (1) and (2) can be used to capture the horizontal and vertical features of facial regions. Facial features, such as eyes, nose and mouth can be captured in this fashion because they form the high-frequency components of the facial regions (i.e., these features introduce rapid changes in luminance values). An example of such facial features is shown in Figure 1. As this Figure shows, important details to identify facial regions (mouth, nose, eyes, etc.) can be nicely captured.

Fig. 1. Horizontal (center) and vertical (right) facial features captured using Haar wavelet transform

### III. SUPPORT VECTOR MACHINE

Basically, SVM is a linear machine which is used as a supervised classification method between two classes. This SVM use an optimization method to construct a hyperplane as a decision surface which maximize the margin of separation between the positive and negative classes. By using a nonlinear mapping to the input vectors, this SVM is generalized into a nonlinear machine which aims to construct an optimal separating hyperplane in a high-dimensional feature space.

The constrained optimization problem of SVM is defined as follow. Given the training samples \( \{ (x_i,y_i) \}_{i=1}^{N} \), where \( x_i \) is a training vector and \( y_i \) is its class label being either +1 (for positive class) or -1 (for negative class), SVM wants to find the optimum weight vector \( w \) and the optimum bias \( b \) of the separating hyperplane such that [7][11]:

\[
y_i(w^T \varphi(x_i) + b) \geq 1 - \xi_i, \quad \forall i \tag{3}
\]

\[
\xi_i \geq 0, \quad \forall i
\]

with \( w \) and the slack variables \( \xi_i \) minimizing the cost function:

\[
\Phi(w, \xi_i) = \frac{1}{2} w^T w + C \sum_{i=1}^{N} \xi_i \tag{4}
\]

The slack variables \( \xi_i \) represent the error measures of data, the parameter \( C \) is the penalty assigned to the errors, and the function \( \varphi(\cdot) \) is a nonlinear mapping which maps the data into a higher dimensional feature space.

The constrained optimization problem stated above is called the primal problem [7]. This problem might be solved by using the method of Lagrange multipliers. By using this method, the dual problem could be formulated as follow. Let \( \{ (x_i,y_i) \}_{i=1}^{N} \) be the training samples, find the Lagrange multipliers \( \{ \alpha_i \}_{i=1}^{N} \) that maximize the function [7]:

\[
Q(\alpha) = \sum_{i=1}^{N} \alpha_i - \frac{1}{2} \sum_{i,j=1}^{N} \alpha_i \alpha_j y_i y_j k(x_i, x_j) \tag{5}
\]

subject to

\[
0 \leq \alpha_i \leq C \quad \text{for} \; i = 1, 2, \ldots, N \tag{6}
\]

and

\[
0 \leq \alpha_i \leq C \quad \text{for} \; i = 1, 2, \ldots, N \tag{7}
\]

The parameter \( C \) is the penalty assigned to the errors which is specified by users. \( k(x_i, x_j) \) is the nonlinear inner product kernel which defined as follow:

\[
k(x_i, x_j) = \varphi(x_i) \cdot \varphi(x_j) \tag{8}
\]

For an unseen data \( z \), its predicted class can be obtained by the decision function:

\[
D(z) = \text{sgn}(w^T \varphi(z) + b) \tag{9}
\]

By having the Lagrange multiplier, the decision function is equal to:

\[
D(z) = \text{sgn} \left( \sum_{i=1}^{N} \alpha_i y_i k(x_i, z) + b \right) \tag{10}
\]

### IV. PROPOSED SYSTEM

The proposed system consists of two main sub-systems: the face detection sub-system and the face classification sub-system. The block diagram of the system is given in Figure 2. The input of the system is an image that may contain one or more facial areas. The input image is processed by the face detection sub-system to determine the locations of the face(s) in the image. The output of this sub-system is a cropped image(s) containing only the facial area(s). This output is then fed into the face classification sub-system. The face classification sub-system evaluates this image and decides whether the subject in the input picture belongs to the “member” class or the “non-member” class. In this section, we will discuss each sub-system in greater detail.

**A. Face detection sub-system**

The face detection sub-system starts with creating reference Haar wavelet coefficients. This reference is constructed from training samples of facial regions. First, we compute the average face sample. These training samples have to be of the same pose. Then we use Equations (1) and (2) to compute the horizontal and vertical reference Haar wavelet coefficients. This reference is specified by users. Then we normalize the vectors respectively. Then we normalize the vectors

\[
R' = \frac{R - \mu}{\sigma} \tag{11}
\]

\( R' \) is the normalized version of \( R \). The terms \( \mu \) and \( \sigma \) represent the mean and standard deviation of \( R \), respectively. We shall call the normalized vectors \( R'_a \) and \( R'_v \),
These vectors are normalized using Equation (11), resulting in normalized vectors between reference representations, by computing the normalized processed using a moving window, Gaussian kernel \[4\] was used as from the output of the face detection sub-system. The sub-system are 64 × 64 pixel 8-bit grayscale images taken in Figure 2. The input images for the face classification images into two classes: member and non-member as shown respectively. We declare that these Haar wavelet representations to the previously constructed reference representations, by computing the normalized cross-correlation values between \(R'_h\) and \(S'_h\) (and respectively between \(R'_v\) and \(S'_v\)), as follows:

\[
C_h = \frac{\sum R'_h(x)S'_h(x)}{\sqrt{\sum R'^2_h(x)\sum S'^2_h(x)}} \tag{12}
\]

\[
C_v = \frac{\sum R'_v(x)S'_v(x)}{\sqrt{\sum R'^2_v(x)\sum S'^2_v(x)}} \tag{13}
\]

In Equations (12) & (13), \(C_h\) and \(C_v\) are the cross-correlation values of the horizontal and vertical representation vectors, respectively. We declare that \(S_{non}\) contains a facial region if both \(C_h > T_h\) and \(C_v > T_v\). Otherwise, we consider that \(S_{non}\) does not contain a facial region. \(T_h\) and \(T_v\) are the thresholds for the horizontal and vertical representation correlation values respectively, and are determined empirically (in our experiments, we use \(T_h = T_v\)). The chosen values of these thresholds are a compromise between the probability of missed detections and false alarms. A high threshold value will reduce the probability of false alarm, but increase the probability of missed detections and vice versa. In this paper the thresholds are chosen such that the system is biased towards false detections. The aforementioned process is repeated until all areas of the input image have been processed. Since facial region can have various sizes, we have to perform the detection process at various spatial scales. We do this by scaling the input image by a scaling factor. This scaling factor, \(\zeta\), is also determined empirically in our experiments. The proposed face detection algorithm can be summarized in the flowchart shown in Figure 3.

**B. Face classification sub-system**

The face classification sub-system aims to classify face images into two classes: member and non-member as shown in Figure 2. The input images for the face classification sub-system are 64 × 64 pixel 8-bit grayscale images taken from the output of the face detection sub-system. The Gaussian kernel [4] was used as the nonlinear mapping \(\varphi(\cdot)\):

\[
k(x_i, x_j) = \varphi(x_i) \cdot \varphi(x_j) = \exp\left(-\frac{\|x_i - x_j\|^2}{\sigma^2}\right) \tag{14}
\]

The penalty to the error \(C\) used in this paper is 50 and the parameter of the kernel function \(\sigma\) used in this paper is 90. These parameter values were determined empirically by means of 2-fold cross validation using 30 subjects from the Video, Image, and Signal Processing (VISIo) laboratory Satya Wacana Christian University (SWCU) multiview face database that will be further explained in Section V.

**C. The problem of multiple detections**

Since an area can be declared as a facial area if the correlation values \(C_h\) and \(C_v\) are larger than a certain value, it is possible that during the detection process multiple detections on the same face occur. An example of this multiple detection is shown in Figure 4.

This problem is solved by choosing the detected facial area with the strongest detector response and then eliminating the other detected areas that lie within a certain distance from the area with the strongest response. The rationale behind this choice is that we can safely assume that faces in the input image will not overlap. In our experiments, the distance is chosen to be 48 pixels from the center of the area with the strongest response. We call this 96 × 96 pixel area the “proximity area”. This is shown in Figure 5. In this figure, the area with the strongest response is represented by the thick square. The dashed square represents its proximity area. The thin squares represent multiple detections of the same face, and is therefore ignored (eliminated) since they lie within the proximity area.
Ideally, the process of eliminating multiple detection areas should be performed completely within the face detection sub-system. However, in the proposed system we chose to perform this elimination process after the classification process. We did this to prevent the possibility of eliminating areas that, when processed by the face classification sub-system, will give a true positive decision. In cases where overlapping areas produce mixed decision (i.e., some areas are classified as “member” and other areas are classified as “non-member”) we chose to keep the areas classified as “member” and eliminate the “non-member” areas. In other words, our system is biased towards false positive response.

V. EXPERIMENT SETUP AND RESULTS

The system described in Section IV is trained using the images taken from the Video, Image, and Signal Processing (VISIO) laboratory Satya Wacana Christian University (SWCU) multiview face database [7]. This database currently contains face images of 100 subjects. The subjects are evenly distributed in gender (i.e., 50 subjects are female and 50 subjects are male). The age varies between 19 and 69 years. The images are taken under controlled condition in our laboratory. Each subject is photographed against a uniform white background using an identical setting. For each subject, 105 pictures are taken with a variation of pose, expression and facial accessories. Thus, in total the database contains 10500 images. The resulting images are cropped around the facial area. The images in this database are resampled as 64 × 64 pixel 8-bit grayscale images. Examples of the images contained in the database are shown in Figure 6.

The images used to build the reference feature vectors for the face detection sub-system is taken from the VISIO database. In this case we use a subset of the database, containing 100 frontal face images with neutral expression and no facial accessories. Furthermore, we perform a pre-processing on the images. The pre-processing is as follows. The first step of the pre-processing is to align and adjust the scale of the images. We did this by aligning the position of the eyes of the subjects. This step is necessary since the misalignment and scale variations in the original images will yield a virtually “featureless” average face image. The second step is to crop the images into 48 × 48 pixel 8-bit grayscale images. This is done to minimize the areas outside the desired facial area. An example of the pre-processed face image and the average face sample is shown in Figure 7.

For the face classification sub-system, 30 subjects were chosen from the database: 6 subjects were designated as members of VISIO laboratory and 24 subjects were designated as people that are not members of the VISIO laboratory. The pictures of the subjects belonging to the “members” class are shown in Figure 8. All images of the subjects (i.e., including all pose, expression and accessories) are used in the training of the face classification sub-system.

Our experiments show that the face detection sub-system can detect 128 faces with 7 missed detections and 8 false detections, giving a detection rate of 94.8%. The face classification sub-system have 33 true positives, 59 true negatives, 19 false positive and 24 false negatives, yielding a classification rate of 68.1%.

Examples of the output of the proposed system are shown in Figures 10 and 11. In these Figures, “members” are highlighted using thick squares while “non-members” are highlighted using thin squares. It should be noted that in these examples, the faces are detected using different scaling parameters. Figure 10 shows the example of correct detection and classification results. It can be seen from these examples that the system can detect and classify human faces in various conditions. In cases where both a “member” and a “non-member” are present (Fig. 10(b)) the system can still correctly classify each subject. The robustness of the proposed system is shown in Fig. 10(c), where the system is still able to correctly detect and classify a subject although the subject covers his mouth.

Figure 11 shows examples of cases in which the proposed
system gives incorrect detection and/or classification results. Figures 11(a) and 11(b) shows an example of correct face detection, but an incorrect classification (the classification results are respectively a false negative and a false positive). Figure 11(c) shows an example of a missed detection (the subject on the right is not detected). However, in this case the subject on the left is both correctly detected and classified.
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The results of the experiments show that the face detection sub-system performs well, giving a high detection rate with low false alarms and missed detection rates. It is robust to variations of lighting conditions, subject expressions and slight pose. However, we also find out that this sub-system is sensitive to image scaling. The choice of the scaling parameter (ζ) is critical on the successful detection of faces. An example of such sensitivity is shown in Figure 11(c). In this example, the subjects were standing at different distances from the camera. The resulting difference in apparent face sizes requires different choices of ζ. Therefore, the scaling parameter appropriate for the subject on the left (closer to the camera, hence larger apparent size) results in the missed detection of the subject on the right (smaller apparent size).
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The face classification sub-system is shown to be moderately successful. We observed that this sub-system is sensitive to the background of the images. In cases where the background is dark, the system tends to produce false negative results. This behaviour occurs because the training samples of the face classification are taken with white (i.e., light) background. As we can see in Figures 4 and 6, this background is visible in the training samples and hence influences the behaviour of the system.

VI. CONCLUSION

In this paper, we have presented an integrated face detection and classification system. The face detection sub-system gives a satisfactory result while some improvements to the face classification sub-system should be implemented. There are at least two different improvement strategies that can be implemented. The first strategy is by building a more comprehensive training set with more background variations. The other strategy that can be implemented is by removing the influence of the background of the current training set. This can be achieved by, for example, defining a Region of Interest (RoI) that contains only the face of the subject, excluding the areas that represent hair and background. In our future work, we will investigate and implement the aforementioned strategies to improve the performance of the system.
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