Abstract—Video surveillance systems have known significant growth because of the increased insecurity in these recent years. In order to reduce threats such as assaults, many cameras have invaded the public squares. The manual monitoring of these screens is tedious because of the large amount of information. So it is very interesting to automate this process from image processing systems able to extract the useful information from video sequences and interpret it. One of the most important tasks is the motion detection and estimation. This article aims to provide the status of art of the different techniques of motion detection estimation and segmentation based on movement. Many studies have been conducted on the subject and the literature is very abundant in this province, we are not trying to list all the existing methods. The idea is to give an overview of the most commonly used methods and to distinguish different types and approaches.

Index Terms—Motion detection, motion estimation, segmentation based on movement, video surveillance.

I. INTRODUCTION

The unusual motion detection is the first step in many video surveillance applications. Many Applications in this province have been developed to automate the monitoring task completely or partially with high sensibility and a false alarm rate as less as possible. Used in many situations, usually for security reasons:

- In road safety subject, using specialized cameras or sensors to assess the density of traffic slowdowns that may arise, the presence of people on the emergency stops bands [1], [2].
- For monitoring the sensitive locations (banks, nuclear power plants, etc.), to prevent trespassing, burglary (theft, assault) [3], [4].

The motion detection is the identification of pixels in each image belonging to moving objects. The motion estimation is a quantification of the simple movement, by translation vectors, pixel-oriented, objet or block.

The Segmentation based on movement is a task that goes beyond detection as it is to segment each image into regions that represent homogeneity of apparent motion (Fig. 1). These approaches are used in various fields such as video compression, motion tracking, semantic analysis of the scene, etc.

II. MOTION DETECTION ESTIMATION

Motion detection is a preliminary task to many treatments of the highest level in computer vision such as compression or tracking [6]. The computer does not have a semantic interpretation of the scene. This interpretation is however an essential ingredient in the process of detection of moving objects. Detect motion in a sequence of images is not a new problem, but still open today.

The set of the seen status of art allows us to establish a hierarchical classification of different methods of motion detection.

This classification is based on the background modeling, so we identify four main methods:

A. Detection without Modeling the Background

The principle of these methods is to detect motion by calculating a mathematical quantity which is a function of the intensity or a color at any point of the image. This amount is supposed to reflect the importance of visible movement in the scene. The time derivative of the light intensity [7], the spatiotemporal entropy of the image [8] and the standard optical flow are included in this category.

The Segmentation based on movement is a task that goes beyond detection as it is to segment each image into regions that represent homogeneity of apparent motion (Fig. 1). These approaches are used in various fields such as video compression, motion tracking, semantic analysis of the scene, etc.

B. The Local Modeling of the Background

These methods involve at any point of the image a value or function to model the appearance of the background at this point. The appearance model of the background at a point depends only on the observations occurred in this place at this
point, the other image pixels are not involved. The simplest model of the background would be a picture which shows a scene devoid from objects [10]. Applying detection by modeling the background with an image leads to results shown in Fig. 3.

![Fig. 3. Detection by local modeling of the background [11].](image)

The vast majority of methods presented in the literature build a statistical model, but it may be a stochastic process, a predictive filter or just an intensity value.

**C. Semi-Local Modeling of the Background**

These methods are very similar to the previous category; with the close difference that the modeling of the background at a point depends on the observations that took place in a neighborhood of this point, or region of the image to which it belongs. The semi-local modeling includes the detection region [12], the characterization by texture [13] and the posteriori regularization.

**D. Global Modeling of the Background**

These methods use every moment all the observations to construct a model of the background. Modeling by switching between several models [14] and a vector space modeling [15] are among the approaches in this category.

The motion detection methods based on the intensity of pixels have limitations to the changes of illumination. As the time derivative, this method shows a little robust to the phenomena of slow or jerky movements, stops short of moving objects, or the presence of some redundant frames in video sequences. It is therefore necessary to perform a temporal smoothing of the sequence that means to apply a moving average operator to the obtained measurement.

While the methods are seeking to model the background having the advantage of detecting both slow movements that fast movements. Moreover, even momentarily stationary objects are detected. However, external environments, the variations in light intensity make rapidly obsolete such model.

Otherwise, it is not always possible to obtain a completely empty image of the scene, under these conditions, it is necessary to update the background image.

**III. MOTION ESTIMATION**

The motion estimation is used in image processing to identify moving objects and further define their position and their speed. In video compression, it is part of the prediction process that tries to exploit the temporal redundancy of previously encoded images to predict the movement and thus compress data more efficiently than by spatial prediction. In robotics, this method allows to predict the shifting or position of objects in order to ameliorate the interaction model with the external environment.

We mention methods that return primarily in the motion estimation:

**A. The Block Matching**

The block-matching (BM) is a method which allows to estimate the motion in an image stream, it consists in partitioning the image into blocks of equal size, then to search how do the blocks move between two successive frames $n$ and $n+1$ (Fig. 4) and then to find the most similar block to the initial block. In this approach, we seek the "best match" between two spatial windows (or blocks). This correspondence can be done by minimizing the square error between the illuminations corresponding to respective pixels of the two blocks. So we deduce the corresponding displacement of the initial block.

All pixels of the same block will have the same movement; this is due to the assumption of homogeneity of the movement on a small enough areas.

The block matching is the most essential form of motion estimation by a field of translation vectors between two frames and the most basic but also one of the oldest and most effective methods to estimate the motion. However it does not use any contextual information in the image and has no signification in this sense.

![Fig. 4. The Block matching base on a neighborhood of the block size.](image)

**B. The Optical Flow**

The goal of the optical flow is to estimate the motion of each pixel of the image within a sequence, as shown in Fig. 5.

![Fig. 5. Velocity field (taxi) [16].](image)

Each image point is determined, at the accurate time by its "color function" (luminance + chrominance) $I(x(t))$.

The value of the optical flow at time $t$ for an image point $x(t)$, is defined as the movement speed of the image point:

$$v = (v_1, v_2) = \left( \frac{dx_1}{dt}, \frac{dx_2}{dt} \right)$$

(1)

The optical flow determination is reached basing on assumptions which are to consider that the illumination is
constant over the image in the analyzed sequence, it results:

\[ I(t, x(t)) = I_0 = cte \]  

(2)

The derived particle function Color \( I, (x_1, x_2) \) along the optical flow \((v_1, v_2)\) gives:

\[
\frac{\partial I}{\partial t} + \frac{\partial I}{\partial x_1}.v_1 + \frac{\partial I}{\partial x_2}.v_2 = 0
\]

(3)

Assuming that the displacement has low amplitude, the intensity conservation of the assumption linearization leads to the equation of the apparent flow constraint. It therefore has only a single scalar constraint to solve (3) with two unknowns \((v_1, v_2)\): the problem of the opening.

The way to find a single solution that solves this equation is to introduce an additional assumption; this method is common to all the optical flow resolution.

At this point, several methods have been exploited:

- **Mapping methods**
- **Frequency methods**
- **Differential Methods**
- **Rapid resolution of optical flow with wavelets.**

1) **Mapping methods**

The meaning of the mapping methods is to find the displacement field \( \vec{d} = (dx_1, dx_2) \) that matches the best parts of the scene between two consecutive moments. The mapping is usually done from the sum minimization of the squared difference between the two images at times \( t \) and \( t+1 \), defined as follows:

\[
\sum_{(i,j)\in V_{x_1,x_2}} [I((i,j), t) - I((i,j) + \vec{d}), t + 1)]^2
\]

(4)

with \( V_{x_1,x_2} \) is the centered neighborhood around the point \((x_1, x_2)\).

These methods are often costly in time calculation. To lower the computational complexity, some authors propose to reduce the search space [17], [18]. These methods are robust and simple to enforce. They apply in most video compression standards. However, due to the discretization of the estimated displacement, they become very inaccurate.

2) **Frequency methods**

These methods inspired by the work of Adelson and Bergen [19] study the equation of the apparent flow constraint in the frequency province.

Considering an image sequence \( I(x_1, x_2, t) \) having the Fourier transform \( \tilde{I}(f_{x_1}, f_{x_2}, f_t) \). In case where objects of the sequence undergo the movement of the translation uniform:

\[
(x_1(t), x_2(t)) = (x_1_0 + v_1 t, x_2_0 + v_2 t)
\]

(5)

According to the assumption of the optical flow, we have the following relation:

\[
I(x_1, x_2, t) = I(x_1 - v_1 t, x_2 - v_2 t, 0)
\]

(6)

\[
\tilde{I}(f_{x_1}, f_{x_2}, f_t) = \tilde{I_0}(f_{x_1}, f_{x_2}) \delta(f_t + v_1 f_{x_1} + v_2 f_{x_2})
\]

(7)

with \( \delta(.) \) is the Dirac measure at 0.

The motion estimation is extracted from (7) by spatio-temporal filtering [16]. The problem of the opening is circumvented by assuming the constant stream of the support for these filters. This assumption has the effect of smoothing the flow in both space and time.

These methods are divided into two branches depending on whether the estimate is based on energy or the phase of the filtered signal. They give very good results; however they are very expensive in calculation time.

3) **Differential methods**

The Differential methods compute the optical flow from the equation 3. There are two different approaches to solve this equation: the dense approaches that compute the optical flow on the entire image and which called local approaches, those local approaches estimate the motion at each point independently [20]. The problem of the opening is circumvented by adding a spatial regularity assumption in the case of dense methods and consistency of a constraint on a neighborhood in the local methods case.

Horn and Schunk suggested the fundamental principles of optical flow estimation in 1981 [21]. These methods are based on regularization on the whole image.

They define a functional composed of two terms and they seek the vector field \( \vec{v} \) minimizing the functional:

\[
E(\vec{v}) = H_1(\vec{v}) + \alpha^2 H_2(\vec{v})
\]

(8)

\[
H_1 = \iint |\nabla \vec{v}|^2 \, dx_1 dx_2
\]

(9)

\[
H_2 = \iint |\tilde{\nabla} \vec{v}|^2 \, dx_1 dx_2
\]

(10)

The term \( H_1 \) relies on the assumption of brightness, the term \( H_2 \) said regularization term and \( \alpha \) is a fixed parameter empirically determined to weight the effects of term.

Since several authors have defined other terms of regularity.

The solution proposed by Lucas and Kanade [22] is to consider that the flow \( \vec{v} \) is locally constant on a neighborhood of the point \((x_1, x_2)\). They seek the best flow checking the best the equation of the apparent flow constraint and minimize the following functional:

\[
\sum_{(i,j)\in \varphi} W^2(i, j) \left| \tilde{\nabla} I(i, j), \vec{v}(i, j) + \frac{\partial I}{\partial t}(i, j) \right|^2
\]

(11)

with \( \varphi \) is the neighborhood of the point \((x_1, x_2)\) and \( W(x_1, x_2) \) is a Gaussian.

These methods are based on the regularization of a neighborhood.

Fig. 6 shows the application of the solution proposed by Lucas and Kanade and the motion detection by block matching.

(a) original image (b) LK resulting image (c) BM resulting image

Fig. 6. Detection by Lucas and Kanade [5].
C. The Spatiotemporal Filtering

The movement in an image sequence is characterized by a spatiotemporal variation of the light intensity [16]. The spatiotemporal analysis considers a sequence of spatiotemporal data (2D + t) a 3D volume which called the spatiotemporal space. The spatiotemporal filtering is based on oriented spatiotemporal filters (often Gabor filters 3D) for extracting the motion information.

These methods are based on the Fourier transform of moving images. They assume that the optical flow is constant over the spatiotemporal support of the filters, which results a smoothed result in both space and time.

Otherwise, these methods have generally a high computational cost associated with operations of spatiotemporal filtering.

D. Rapid Resolution of Optical Flow with Wavelets

One of the proposed solutions for solving the optical flow equation is to project it with a wavelet basis on the assumption that the flow is constant [23].

Considering a wavelet basis $(\varphi_n^j)_{n=1}^N$ and the associated discrete family of wavelets $(\varphi^n_{jk})_{n=1}^N, j \in \mathbb{Z}, k \in \mathbb{Z}$ defined by:

$$\varphi^n_{jk}(x_1, x_2) = 2^{-j} \varphi^n(2^{-j}x_1 - k_1, 2^{-j}x_2 - k_2) \quad (12)$$

with $j$: the index of resolution and $k$ the index of translation.

The problem of the temporal aliasing encourages us to use the wavelets with large support (large $j$) to estimate large displacements in the scene and wavelets with small support (small $j$) for small velocities.

At a coarse scale $J$, we obtain at each point $(2^Jk_1, 2^Jk_2)$ the system

$$M_{jk} V_{jk} = P_{jk} \quad (13)$$

with

$$M_{jk} = \begin{pmatrix}
(l_1, \frac{\partial \varphi^n_{jk}}{\partial x_1}) & (l_1, \frac{\partial \varphi^n_{jk}}{\partial x_2}) \\
(\vdots) & (\vdots) \\
(l_1, \frac{\partial \varphi^n_{jk}}{\partial x_1}) & (l_1, \frac{\partial \varphi^n_{jk}}{\partial x_2})
\end{pmatrix} \quad (14)$$

$$P_{jk} = \begin{pmatrix}
(l(t+1) - l(t), \varphi^n_{jk}) \\
(\vdots) \\
(l(t+1) - l(t), \varphi^n_{jk})
\end{pmatrix} \quad (15)$$

and

$$V_{jk} = (v_1(2^Jk_1, 2^Jk_2), v_2(2^Jk_1, 2^Jk_2))^T \quad (16)$$

Solving this problem gives a rough approximation of the movement on a grid of resolution $2^J$. The wavelet allows an image structures decomposition according to scaled and spatial location.

IV. SEGMENTATION BASED ON MOVEMENT

The extraction of motion layers has many applications such as video compression, manipulation of video objects, mosaics generation, semantic analysis of scenes, etc. We separate these methods for estimating motion in different categories, depending on the number of images used simultaneously and according to the temporal distances separating these images [24].

We distinguish methods working on a pair of consecutive images, those working on a group of consecutive images, and those working on a group of remote images. This classification is summarized in the Fig. 7.

---

Fig. 7. Classification of segmentation methods based on movement.

A. Sequential Methods Working on a Group of Consecutive Images

This set contains methods include approaches that involve segmenting a dense field motion pre-estimated [25, 26], the methods working on the estimation and simultaneous segmentation of movement to get more accurate estimate of the optical flow [27, 28], as well as approaches offering the direct parametric segmentation without estimation of motion field [29, 30] and the segmentation approaches by merging the elementary regions supplied by an initial spatial segmentation [31].

B. Sequential Methods Working on a Pair of Images

This set includes methods which brought into play the movements can be estimated both between consecutive images [32], than between a fixed reference image and images that can be further apart [33].

C. Method Working on a Group of Remote Images

Unlike the mentioned methods mentioned above which are interested in the estimated motion between two consecutive frames, Wills et al. [34] have developed a method of segmentation of two remote images for which the optical flow estimation is not efficient because these movements are relatively large. Basing on the correspondence of the interest points between two remote images.

V. CONCLUSION

We are concentrated on three axes in this article: Motion Detection, Motion Estimation and Segmentation based on movement.

For each of these axes we have presented the various developed methods. The classification of the motion detection methods is based on the modeling of the background. We also discussed the different techniques of motion estimation and finally the classification of segmentation approaches based on the movement is based on the number of images of the sequence to compare and the...
temporal distance between them.

From the various methods mentioned above, we found that some of the solutions proposed improvements accomplished by other approaches and each as limitations. The methods developed in this article are partial; they provide only part of the solution of problems in the field of detection, motion estimation and segmentation based on movement such as occlusions, illumination changes, environment, etc. There is no general method that processes and gives a complete solution.
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