Abstract—It has been explored if stability of software is related to the decomposing the class object are related to each other or not. Any part of the project code is suffering from the “Yoyo problem” with multiple issues related to readability of code, understandability of code as well as maintainability of code there is need to rethink, redesign, refactor these pieces of code. So as to find the best way to do is to simplify the inter relationship of class objects in such manner that code becomes concise with Liskov Substitution Principle with the help of decomposition of classes however this may lead to unknown or unwanted of class objects that may turn into stable, low, high, medium categories after the application of decomposition of class objects in such manner that code becomes concise and affecting the stability of overall application we are developing which may even lead to software erosion.

Index Terms— Design stability, metrics, software architecture, dependency.

I. INTRODUCTION

Object-oriented programming (OOP) to support software maintenance and reuse by introducing concepts like abstraction, encapsulation, aggregation, inheritance and polymorphism. However, years of experience have revealed that this support is not enough. Whenever a crosscutting concern needs to be changed, a developer has to make a lot of effort to localize the code that implements it. This may possibly require him to inspect many different modules, since the code may be scattered across several of them [1].

Fig. 1. Software engineering goals.

Object-oriented programming address (at least) the three major software engineering goals shown in this Fig. 1.
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An essential problem with traditional programming paradigms is of the dominant decomposition. No matter how well a software system is decomposed into modules, there will always be concerns (typically non-functional ones) whose code cuts across the chosen decomposition. The implementation of these crosscutting concerns will spread across different modules, which has a negative impact on maintainability, stability and reusability [1].

One of the most important difficulties for solving large-scale real-world problems is how to divide a problem into smaller and simpler sub-problems; how to assign a network module to learn each of the sub-problems; and how to recombine the individual modules into a solution to the original problem [4]. By decomposing (separation of a substance into simpler substances or basic elements) means making more and more classes. Decomposition is done by adding inheritance to the existing class. Inheritance is done up to single level only. A problem is broken down into a set of sub-problems according to the inherent class relations among training data [2]. But after decomposition stability is affected. Stability of software is ability of software to remain unchanged over time under stated or reasonably expected conditions. A stable software release is so named because it is unchanging [6].

Software that is intended for the public to use is usually “stable”. It is released, and following the release no new features are added apart from the odd bug fix. To get new functionality users eventually need to upgrade to the next version. Any problems with the software (unless they can easily be fixed with a bug fix update) are “known” problems, and the software vendor does not need to keep track of more than one variation of these problems for any given version. Another meaning of stable exists in common use, where people take it to mean “working reliably” or “solid”. That is, people refer to software that runs consistently without crashing as stable.

II. RESEARCH GAP

After conducting systematic literature survey and from the possible study material related to the decomposition of classes and its impact on stability of the application as such we have found that limited work has been done in this area, in fact, decomposition of the classes have been carried out to find it affects the overall maintainability index of each class in question, but not in terms of the stability of the software. Moreover, limited work has been done to automate the process of finding the degrees of stability of software using any machine algorithm. Hence, in current
context of research, there are ample options to improve the work in this field by taking the advantage of machine learning algorithms like SVM, Naï ve Bayes and logic.

IV. METHODOLOGY STEPS
Methodology for how to calculating the stability of software in Fig. 2.

V. RESULTS
The results shown below are based on dataset that are below and after application of decomposition. The performance of the different classifiers was compared amongst each other — Logistic, RBF, SVM, Naï ve Bayes in terms of Kappa Statistics, Precision, Recall, Root Mean Square Error. The detailed results are discussed in the following sections.

A. Kappa Statistics
Kappa statistics is a measure of inter-rater agreement or inter annotator agreement for qualitative (categorical) items. Landis and Koch characterized values < 0 as indicating no agreement and 0–0.20 as slight, 0.21–0.40 as fair, 0.41–0.60 as moderate, 0.61–0.80 as substantial, and 0.81–1 as almost perfect agreement.

B. Precision
PRECISION is the ratio of the number of relevant records retrieved to the total number of irrelevant and relevant records retrieved. It is usually expressed as a percentage. Precision = \( \frac{A}{A+C} \times 100 \), A= Number of relevant records retrieved, C= Number of irrelevant records retrieved. Closer is the value of \( \frac{A}{A+C} \) to 1 higher the precision. Value closer to 1 indicates that no irrelevant records are being retrieved.

III. OBJECTIVES
1) Develop a representative datasets of projects in which stability has been challenging.
2) Develop an ordinal scale to measure stability of software based on metrics and descriptive statistics of the value of metrics.
3) Find most suitable machine learning algorithm for automating the algorithm for find the degree of stability of software.
4) Evaluate the performance of the system in terms of Recall and Process values.
C. Recall

RECALL is the ratio of the number of relevant records retrieved to the total number of relevant records in the database. It is usually expressed as a percentage.

\[ \text{Recall} = \frac{A}{B} \times 100 \]

\( A \) = Number of relevant records retrieved,
\( B \) = Number of relevant records not retrieved
Again closer the value \( \frac{A}{B} \) to 1 higher the recall.

![Recall Values](image)

Fig. 5. Recall values for different algorithms.

D. Root Mean Squared Error

The Root Mean Square Error (RMSE) is a frequently used measure of the difference between values predicted by a model and the values actually observed from the environment that is being modelled. The RMSE of a model prediction with respect to the estimated variable \( X_{\text{model}} \) is defined as the square root of the mean squared error:

\[ \text{RMSE} = \sqrt{\frac{1}{n} \sum_{i=1}^{n} (X_{\text{obs},i} - X_{\text{model},i})^2} \]

where \( X_{\text{obs}} \) is observed values and \( X_{\text{model}} \) is modelled values at time/place \( i \).
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Fig. 6. Root mean squared error for different classifiers.

E. False Positive Rate

The false positive rate (FP) is the proportion of negatives cases that were incorrectly classified as positive, as calculated using the equation:

\[ FP = \frac{b}{a + b} \]

\( b \) = incorrect number of predictions that an instance is negative
\( a \) = correct number of predictions that an instance is negative

High value of false positive rate indicates that the algorithm is making large number of incorrect predictions and hence it is not reliable.
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Fig. 6. A comparison of False Positive Rate for different algorithms.

Fig. 7 indicates that RBF and SVM classifiers exhibit low false positive rate. RBF is showing the lowest FPR. FPR in case of Logistic and Naïve Bayes algorithm are highest. Low false positive rate is an indication of high level of accuracy.

F. True Positive Rate

The true positive rate (TP) is the proportion of positive cases that were correctly identified, as calculated using the equation:

\[ TP = \frac{d}{c + d} \]

\( d \) is the number of correct predictions that an instance is positive.
\( c \) is the number of incorrect predictions that an instance negative.
A high positive rate indicates that the classifier is capable of prediction which is very near to the specified criteria.
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Fig. 7. True Positive rate for different classifiers.

Fig. 7 reveals that for SVM the True positive rate is
maximum which can be due to same value of c(number of incorrect predictions that an instance negative) & d(number of correct predictions that an instance is positive. By which the ratio is 1 and for Logistic, NB and RBF the value is less than 1 which can be due to large value of term in the denominator (c+d).

VI. CONCLUSION

Summarization of the results of the study is shown in Table I.

<table>
<thead>
<tr>
<th>Material/Algorithm</th>
<th>LR Before</th>
<th>LR After</th>
<th>RBF Before</th>
<th>RBF After</th>
<th>SVM Before</th>
<th>SVM After</th>
<th>NB Before</th>
<th>NB After</th>
</tr>
</thead>
<tbody>
<tr>
<td>KS</td>
<td>0.89</td>
<td>0.9878</td>
<td>0.9</td>
<td>1</td>
<td>0.97</td>
<td>0.9678</td>
<td>0.95</td>
<td>1</td>
</tr>
<tr>
<td>RMSE</td>
<td>0.089</td>
<td>0.0781</td>
<td>0.09</td>
<td>0.1</td>
<td>0.086</td>
<td>0.0791</td>
<td>0.006</td>
<td>0.002</td>
</tr>
<tr>
<td>Precision</td>
<td>0.89</td>
<td>0.9</td>
<td>0.97</td>
<td>0.87</td>
<td>0.91</td>
<td>0.95</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>Recall</td>
<td>0.98</td>
<td>0.9</td>
<td>0.98</td>
<td>0.93</td>
<td>1</td>
<td>0.95</td>
<td>0.99</td>
<td></td>
</tr>
<tr>
<td>TP</td>
<td>0.012</td>
<td>0.01</td>
<td>0.002</td>
<td>0.015</td>
<td>0.006</td>
<td>0.018</td>
<td>0.01</td>
<td></td>
</tr>
</tbody>
</table>

The results of the study indicate that Naïve Bayes classifier is better for detecting stability of software. Kappa value, Precision and Recall all these parameters have values nearly equal to 1. A value of 1 effectively means successful prediction of true positive rates. Unity value of Kappa statistics, and Precision (accuracy) further reinforces the effectiveness of Naïve Bayes classifier. Recall value is an indicator of the ability of the algorithm to reproduce the same results over a period of time. Recall value of 0.99 for Bayes, Network indicate that the algorithm when subjected to same conditions over different period of times gives the same results, indicating high reliability of the algorithm.

It is clear from the results that after the process of implementing decomposition the dataset become more discriminate and difference between each class increased. It become for all algorithms to: identify the boundary/hyper plane more easily, thus the accuracy increase after decomposition. This may be attributed to the fact that the number of classes/components for which accuracy is calculated is increased; which leads to change in previous metric value and new value to a greater value.

VII. FUTURE SCOPE

To begin with research we explored how the Liskov Substitution Principle and problem of “Yoyo” need to be considered for having a stable, mature and reliable software. For future scope we suggest more metrics that have deep causal relation with respect to the stability of the software may be developed and validated for understanding the effect not only the stability but readability of the software/application we focus on artificial intelligence for automating the process.
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