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Abstract—Data acquisition anomalies often occur in remote monitoring. In this paper, a software solution is presented to discover the abnormal monitoring node and predict the monitored data, rather than using hardware maintenance. Firstly, by analyzing the distribution characteristics of the monitoring data from each node, the highly correlated nodes of the abnormal node are selected. Then, an integrated BP neural network is applied to build an observational learning model, which can give interactive predictions for the abnormal node. To solve the under-fitting problem caused by small samples and improve the generalization performance of the model, we propose a new observational learning algorithm, in which the weights are calculated using the mean squared error (MSE) of learners on test sets. Experiments conducted on the airport noise data set show that the proposed model has satisfying predictive ability, and the improved observational learning algorithm is more stable and effective than the traditional observational learning algorithm.

Index Terms—Interaction prediction, observational learning, integrated BP neural network, noise monitoring.

I. INTRODUCTION

Internet of Things (IOT) technology is widely used in environmental monitoring. For example, we install noise monitoring nodes in an airport and its surrounding area to capture the noise produced by aircrafts, and then we analyze the data to provide a decision-making basis for the relevant sector to control the airport noise pollution problem. This noise monitoring system is generally distributed in a large area, and the nodes are arranged at important positions that need to be monitored. However, due to the component damage, equipment aging or other problems, data acquisition exceptions, e.g., not sending data or sending abnormal data, often occur to the nodes. Monitoring data from an abnormal node cannot reflect the real noise situation of the monitored area. Therefore, how to predict the noise situation of an area accurately and timely when its monitoring node fails to give correct data becomes a problem deserving of study. Compared to the equipment maintenance method, the software method implemented by analyzing the historical data and learning a prediction model can solve the problem more conveniently, and can correct or make up the monitoring data before the node is fixed or replaced. Up to now, few researches have studied this issue. In references [1], [2], neural network is used to simulate and predict the airport noise monitored by monitoring nodes and is proved to have good performance.

After the preliminary analysis and comparison of the historical monitoring data from each node, we can conclude that there is some correlation between the nodes, i.e., the monitoring data from two adjacent nodes is often close and has the similar trend. Thus, we can give the estimates of the monitoring data perceived by the abnormal node by utilizing its highly correlated nodes, which is a kind of interaction prediction.

Interaction prediction is a paradigm that predicts a state by using the correlation of all parts of a system. This prediction paradigm is first proposed by Takahara in 1965 to solve the dynamic optimization problem of complex systems [3], and then, it is widely used in automatic control field to give hierarchical prediction and control of the production process of large-lot producers [4]. Now, interaction prediction has been applied in more fields, i.e., intrusion detection [5], protein structure prediction [6], and deformation prediction of buildings [7], etc.

Based on observational learning theory[8], we present an interaction prediction model for monitoring nodes, which is constructed by an integrated BP neural network, to avoid the over fitting problem on small data sets and the influence of the initial weights of neural network nodes. During the training of the model, an improved observational learning algorithm is designed to enhance the generalization and prediction accuracy of the model.

II. OBSERVATIONAL LEARNING ALGORITHM

Observational learning algorithm (OLA) is proposed by Jang Min in 1999 [8], [9]. It is first applied in artificial neural networks as an ensemble learning technique. The training process of OLA is shown in Fig. 1.

OLA generally includes two steps: the training step (T-step) and the observation step (O-step). In T-step, many BP neural networks, i.e., the learners are trained. In O-step, each learner observes the learning results of other learners and generates virtual data set for the next training. The ‘-i’ neural networks in the O-step means the set of all BP neural networks excluding the ith one $f_i$. That is, each learner should learn from the other learners. These two steps are executed alternately until the predefined maximum training times is reached. OLA believes that if a learner trained by the direct
experience gained from the training set can not have good performance, it can get indirect experience by observing other learners. With the repetition of training and observation, the learners and their integrated model will gradually get better prediction accuracy [10]. Based on the work of Jang M, scholars have carried out further researches on OLA to verify its effectiveness [11]-[14].

### III. DISTRIBUTION BASED SELECTION OF CORRELATED NODES

There are many ways to measure the correlation of nodes. The most intuitive way is to measure the correlation using the distance between nodes. Generally, the smaller the distance between two nodes, the closer the monitoring data that they will capture and the higher degree of correlation they will have. However, the distance based method is only suitable for the nodes-intensive monitoring systems, and it is not applicable for those systems with nodes in sparse distribution or with building interference. A more reliable way is to measure the correlation between two nodes by analyzing their historical monitoring data. For example, we can get two kinds of noise data from the noise monitoring system of Beijing Capital International Airport. One is the daily aviation noise evaluation data, which is the average value of the noise generated in one day, and the other is the time-series noise data, which is the real time noise collected every 0.5 second. Since the daily noise data is much more stable and has more significant statistical characteristics than the real time noise data, we choose the daily noise data from all the 16 nodes in the airport noise monitoring system for study. For each node, there are 730 daily aircraft noise data items in two years, and we fit each node using a normal distribution. The projection of the fitting result of one node is shown in Fig. 2.

![Fig. 2. Projection of normal distribution fitting of the monitored noise data.](image)

It can be seen from Fig. 2 that the vast majority of the samples follow some kind of normal distribution, and a few samples fall outside. This means that these samples do not follow a single distribution, or they may follow a mixture distribution. Therefore, we use Kolmogorov-Smirnov Test to test the mixed normal distribution hypothesis of the samples, and the results are shown in Table I, where $h=0$ means the hypothesis is supported by these samples [15].

<table>
<thead>
<tr>
<th>TABLE I: KOLMOGOROV-SMIRNOV TEST RESULT</th>
</tr>
</thead>
<tbody>
<tr>
<td>Order</td>
</tr>
<tr>
<td>$h$</td>
</tr>
</tbody>
</table>

The results in Table I show that the 2-order mixed normal distribution can fit these samples best. The fitting result is shown in Fig. 3. The two solid lines present two normal distributions and the dashed line presents their mixture distribution. Most of the samples obey one normal distribution and few obey the other one.

![Fig. 3. 2-order mixture normal distribution fitting of the monitored noise data.](image)

Assume the daily noise monitoring data of node $Y$ in the last $n$ days is denoted as $Y = (y_1, y_2, ..., y_n)$. Its 2-order normal mixture distribution can be expressed as follows.

$$Y \sim P(\mu, \sigma^2) = \alpha_1 \times N_1(\mu_1, \sigma_1^2) + \alpha_2 \times N_2(\mu_2, \sigma_2^2)$$ (1)

where $N_1(\mu_1, \sigma_1^2)$ and $N_2(\mu_2, \sigma_2^2)$ are two normal distributions, $\alpha_1$ and $\alpha_2$ are their weights. The mixture distribution $P(\mu, \sigma^2)$ can be calculated by the following equations.

$$Y \sim P(\mu, \sigma^2): \begin{cases} \mu = \alpha_1 \times \mu_1 + \alpha_2 \times \mu_2 \\ \sigma = \alpha_1 \times \sigma_1 + \alpha_2 \times \sigma_2 \end{cases}$$ (2)

By setting $\Delta \mu$ and $\Delta \sigma$, we can get the selection range $P_s(\mu \pm \Delta \mu, \sigma \pm \Delta \sigma)$, nodes within the range will be selected as the correlated nodes of node $Y$.

### IV. INTERACTION PREDICTION MODEL BASED ON MSE-OLA

#### A. Construction of the BP Neural Networks

In this paper, we use integrated BP neural network to construct the observational learning model to give interaction prediction. After the selection of correlated nodes, we can get
the initial training set \( D = \{(x_k, y_k) | k = 1 \ldots n\} \) and test set \( T = \{(x_k, y_k) | k = 1 \ldots m\} \). \( x_k = (x_{k1}, x_{k2}, \ldots, x_{kn}) \) is the daily noise data set of the \( r \) correlated nodes, and \( y_k \) is the daily noise data of node \( Y \).

The \( L \) BP neural networks used in this paper have 3 layers: \( r \) nodes in the input layer, 1 node in the output layer, \( 2 \times r \) nodes in the hidden layer, and they construct an integrated model \( F = [f_1, f_2, \ldots, f_L] \). Bootstrap is used to generate the training sets \( D_k = [D_1, D_2, \ldots, D_L] \) for all the neural network learners.

B. MSE-OLA

In order to better take advantage of observational learning, and to enhance the generalization ability of the model when dealing with small data set, we propose a MSE-OLA, in which the weights of learners are calculated using their mean square errors (MSE) on the test set. The process of MSE-OLA is as follows:

**Input:** initialize BP neural networks \( F = [f_1, f_2, \ldots, f_L] \):
- initialize the training set \( D_k = [D_1, D_2, \ldots, D_L] \):
- the maximum training times is \( G \);
- the virtual data set \( V^{G}_i \) is empty.

**Output:** the interaction prediction model.

**MSE-OLA( )**

\[
\begin{align*}
\text{For} \ (t = 0; t \leq G; t++) & \quad \text{Train neural networks (learners) on the training set } D_k \bigcup V^{G}_i; \\
& \quad \text{Generate virtual input data set } V^{G+1}_i \text{ for each learner;}
& \quad \text{Calculate MSE of each learner on test set } T; \\
& \quad \text{Calculate the weight } \beta_i \text{ of each learner used in } \text{‘i’} \text{ integrated neural network}
& \quad \text{Generate the virtual training set } V^{G+1}_i \text{ for each learner based on } \beta_i. \\
& \quad \text{After } G \text{ times training, for each learner } f_i^{G}:
& \quad \text{Calculate MSE of each learner on the test set } T; \\
& \quad \text{Calculate weight } \alpha_i \text{ of each learner used in the final integrated model.}
& \quad \text{Output the final integrated decision model } f^{G} = \sum_{i=1}^{L} \alpha_i f_i^{G}.
\end{align*}
\]

How to generate the virtual input data set and calculate the weights in ‘i’ integrated model and the weights in final integrated model are discussed and clearly defined in the following three subsections.

C. Generation of the Virtual Input Data Set

Generation of the virtual input data set is an important step of OLA. The data sets directly affect the performance of the learners. The training result of OLA is not sensitive to the white noise of the data set. It can always get good training effects if the white noise is not extremely large or small. Therefore, we can set the variance of the white noise of virtual input data set according to experience [9]. Here, we use the following equation to generate the virtual input data set for each BP neural network.

\[
v_i' = [x_k + \tilde{x}_k] \in D_k, \quad \tilde{x}_k \sim N(0, \frac{1}{n}), k = 1 \ldots n \quad (3)
\]

where, \( \tilde{x}_k \) belongs to the initial training set \( D_k \) of neural network \( f_j \). \( \tilde{z}_k \) is the white noise with its mean equals to 0 and variance equals to \( \frac{1}{n} \), \( n \) is the size of \( D_k \). If \( n \) is small, the variance is large, and it can generate data set with high diversity to avoid over-fitting. If \( n \) is large, the variance becomes small, and it can control the fitting deviation.

D. Weights of Learners in the ‘i’ Integrated Model

We use \( \beta_i \) to represent the importance of neural network \( f_i \) to the ‘i’ integrated BP neural network. In traditional OLA, \( \beta_i = \frac{1}{L-1} \) which means that all the learners in ‘i’ integrated neural network set have the same effect on the ‘i’ integrated model, or learner \( f_i \) learns equally from other learners. Although it is an easy way to calculate the weights, it can not reflect the actual difference of the learners. In order to measure the importance of the learners more accurately, here, we use the MSEs of each learner on the test set as an evaluation criterion. Thus, to learner \( f_i \), after its \( t \) times training, its weight \( \beta_i \) for ‘i’ integrated model can be calculated by the following equations:

\[
\sigma_i = \frac{1}{m} \sum_{t=1}^{m} (y_k - f_i^t\left(x_k^{t}\right))^2 \quad (y_k, x_k^{t}) \in T (4)
\]

\[
\beta_i = \frac{1}{\sum_{t=1}^{m} \sigma_i^{t}} \cdot \frac{1}{\sigma_i} \quad (5)
\]

where, \( f_i^t \) is the learner obtained from the \( t \) th training of BP neural network \( f_i \), and \( \sigma_i^t \) is its MSE on test set \( T \). By calculating the weights of learners in all trainings, we can get a weights matrix as follows:

\[
\beta^t = \begin{bmatrix} 0 & \beta^t_{i1} & \ldots & \beta^t_{iL} \\ \beta^t_{21} & 0 & \ldots & \beta^t_{2L} \\ \vdots & \vdots & \ddots & \vdots \\ \beta^t_{L1} & \beta^t_{L2} & \ldots & 0 \end{bmatrix} \quad (6)
\]

MSE-OLA can be understood as that each learner learns more from those learners with better performance, and learns less from the learners with lower ability. It is clearly more.
reasonable than the traditional OLA.

Thus, for learner \( f_j \), its output virtual data set can be generated by the following equation.

\[
\bar{f}_j^{\text{vir}} = \sum_{j=1}^{L} \beta_j f_j(i), \quad j = 1, \ldots, L
\]  

(7)

So far, the virtual training set for the next training can be expressed as:

\[
V_{t+1}^{\text{vir}} = \left\{ v_j, \bar{f}_j^{\text{vir}}(v_j) \right\}
\]  

(8)

E. Weights of Learners in the Final Integrated Model

After \( G \) times training, we can get the final integrated decision model, which is expressed as:

\[
\bar{f}^G = \sum_{i=1}^{k} \alpha_i f_i^G
\]  

(9)

where, \( f_i^G \) is the learner obtained from the \( G \) th training of the BP neural network \( f_i \), and \( \alpha_i \) is its weight in the final integrated decision model. In traditional OLA, \( \alpha_i = \sqrt{L} \), which means all the learners have the same importance to the final decision model [16]. Refer to the same problem discussed in last subsection, the importance of learners should be measured by their generalization ability, in this case, the stronger learner may play more important role in the final integrated model. Therefore, we use the same way to calculate \( \alpha_i \) as calculating \( \beta_j \). The expression is as follows:

\[
\alpha_i = \sqrt{\frac{1}{\sum_{i=1}^{L} \frac{1}{\sigma_i}}}
\]  

(10)

where, \( \sigma_i \) is calculated by equation (4).

V. EXPERIMENTS AND ANALYSIS

The data used in the experiments is the monitoring data acquired by the 16 nodes in the noise monitoring system of Beijing Capital International Airport. We select a node as the abnormal one, the others as the candidate correlated nodes. The data set contains 730 samples of two years. Each sample is a vector of the daily noise monitored by the 16 nodes. We choose 200 samples as the test set and the rest 530 samples as the original training set.

A. Selecting the Correlated Nodes

For all monitoring data of the 16 nodes, calculate their 2-order mixture normal distribution model, the results are listed in Table II.

Assume node16 to be the abnormal node, the correlated nodes selection range is \( P_x(58.1042 \pm 1, (2.2642 \pm 1)^2) \). Thus, node1, node2, node6, node9 and node10 are selected as the correlated nodes of node16.

As can be seen from Table III, with the adding of the virtual training data and the repetion of the training, MSEs of the 5 learners fluctuate, however, the MSE of their integrated model keeps declining, which means the prediction accuracy of the model is improved. Besides, we
can see that the MSE of the integrated model decreases rapidly after the first few trainings and then becomes stable.

An extra experiment is carried out to validate the advantage of the proposed MSE-OLA when compared with the traditional OLA, and all the weights are calculated by the average method. Table IV shows the MSEs of the 5 learners and the integrated model of traditional OLA in their 21 trainings and Fig. 4 demonstrates the MSE trends of the two OLAs.

**TABLE IV: MSEs of Traditional OLA**

<table>
<thead>
<tr>
<th>Times</th>
<th>BP1</th>
<th>BP2</th>
<th>BP3</th>
<th>BP4</th>
<th>BP5</th>
<th>Integrated Model</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>0.1030</td>
<td>0.1380</td>
<td>0.0952</td>
<td>0.0869</td>
<td>0.0869</td>
<td>0.0854</td>
</tr>
<tr>
<td>1</td>
<td>0.0974</td>
<td>0.0529</td>
<td>0.0922</td>
<td>0.1110</td>
<td>0.1101</td>
<td>0.0853</td>
</tr>
<tr>
<td>2</td>
<td>0.0974</td>
<td>0.0534</td>
<td>0.0747</td>
<td>0.1110</td>
<td>0.1101</td>
<td>0.0821</td>
</tr>
<tr>
<td>3</td>
<td>0.0873</td>
<td>0.0539</td>
<td>0.0747</td>
<td>0.1285</td>
<td>0.0836</td>
<td>0.0787</td>
</tr>
<tr>
<td>4</td>
<td>0.0873</td>
<td>0.0556</td>
<td>0.0689</td>
<td>0.1285</td>
<td>0.0836</td>
<td>0.0790</td>
</tr>
<tr>
<td>5</td>
<td>0.0873</td>
<td>0.0556</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0750</td>
</tr>
<tr>
<td>6</td>
<td>0.0873</td>
<td>0.0556</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0750</td>
</tr>
<tr>
<td>7</td>
<td>0.0708</td>
<td>0.0556</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0719</td>
</tr>
<tr>
<td>8</td>
<td>0.0693</td>
<td>0.1048</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0729</td>
</tr>
<tr>
<td>9</td>
<td>0.0693</td>
<td>0.1048</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0729</td>
</tr>
<tr>
<td>10</td>
<td>0.0693</td>
<td>0.1048</td>
<td>0.0689</td>
<td>0.0976</td>
<td>0.0850</td>
<td>0.0729</td>
</tr>
<tr>
<td>11</td>
<td>0.0693</td>
<td>0.1048</td>
<td>0.0689</td>
<td>0.0961</td>
<td>0.1381</td>
<td>0.0789</td>
</tr>
<tr>
<td>12</td>
<td>0.0693</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0961</td>
<td>0.1305</td>
<td>0.0773</td>
</tr>
<tr>
<td>13</td>
<td>0.0693</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0961</td>
<td>0.1305</td>
<td>0.0773</td>
</tr>
<tr>
<td>14</td>
<td>0.0693</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0961</td>
<td>0.1359</td>
<td>0.0777</td>
</tr>
<tr>
<td>15</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0924</td>
<td>0.1359</td>
<td>0.0765</td>
</tr>
<tr>
<td>16</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0924</td>
<td>0.0959</td>
<td>0.0716</td>
</tr>
<tr>
<td>17</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0689</td>
<td>0.0924</td>
<td>0.0959</td>
<td>0.0716</td>
</tr>
<tr>
<td>18</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0683</td>
<td>0.0924</td>
<td>0.0959</td>
<td>0.0710</td>
</tr>
<tr>
<td>19</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0683</td>
<td>0.0899</td>
<td>0.0959</td>
<td>0.0707</td>
</tr>
<tr>
<td>20</td>
<td>0.0658</td>
<td>0.0593</td>
<td>0.0721</td>
<td>0.0899</td>
<td>0.0959</td>
<td>0.0713</td>
</tr>
</tbody>
</table>

It can be seen from Table IV that the integrated model trained by traditional OLA also has better performance than the 5 single learners, but the descent speed and the final value of its MSE is inferior to the integrated model trained by MES-OLA, what is also illustrated by Fig. 4. Therefore, we can conclude that the proposed MSE-OLA can get a better integrated model in less training time, which is a great improvement over the traditional OLA.

**C. Performance Analysis of the Interaction Prediction**

In Section V-B, we train the interaction prediction model for the abnormal node 16. The predictions on test set and its comparison with the monitored data are shown in Fig. 5. The percentage errors of the interaction prediction model are also calculated and illustrated in Fig. 6.

As can be seen from Fig. 6, the percentage errors of the interaction prediction model of monitoring node based on MSE-OLA are between [-0.03, 0.03], and most of the errors fall in [-0.01, 0.01]. The prediction accuracy is satisfying.

**VI. CONCLUSIONS**

In this paper, we present an interaction prediction model based on OLA for the monitoring nodes that may fail to give correct monitoring data. The normal distribution characteristics of the historical monitoring data from all the nodes are analyzed, and then the highly correlated nodes are selected to structure the original training set, on which the integrated BP neural network is trained by using MSE-OLA. Experiments conducted on the test set show that the proposed MSE-OLA is more efficient than the traditional OLA, and the interaction prediction model has very high prediction accuracy.

To the airport noise monitoring system, the work presented in this paper can help to make a daily noise interaction prediction for the abnormal nodes. However, to the time-series noise data monitored by the nodes, because of its continuous dynamic changes, it is inappropriate to select the correlated nodes based on distribution characteristics. The further works will be focused on the interaction prediction of time-series noise data.
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