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Abstract—This paper addresses the job shop scheduling problem in the presence of machine breakdowns. In this work, we propose to exploit the advantages of data mining techniques to resolve the problem.

We proposed an approach to discover a set of classification rules by using historic scheduling data. Intelligent decisions are then made in real time based on this constructed rules to assign the corresponding dispatching rule in a dynamic job shop scheduling environment.

A simulation study is conducted last with the constructed rules and four other dispatching rules from literature. The experimental results verify the performance of classification rule for minimizing mean tardiness.

Index Terms—Job shop scheduling, classification rules, simulation, machine breakdowns.

I. INTRODUCTION

Scheduling is defined as the allocation of resources to jobs over time. It is a decision-making process with the goal of optimizing one or more objectives.

Most of job shop scheduling approaches usually focus on a static environment and assume deterministic and known in advance data. However, in real-world applications, this situation is not often met since data may be subject to uncertainty and it may change over time. Such an approach is called offline scheduling.

Approaches that consider unexpected events that can change the system status and affect performance are called online scheduling. Examples of such online events include machine breakdowns, arrival of urgent jobs, due date changes, etc.

Online scheduling has been solved using different techniques such as metaheuristics, heuristics, artificial intelligence techniques, multi-agent systems and dispatching rules.

Machine breakdowns are considered as one of the most challenging issues in production scheduling. The easiest solution, in case of an unexpected breakdown, is to use some dispatching rules which are simple heuristics aimed at selecting the next job immediately after the breakdown occurs [1].

This paper contributes to the literature by developing a set of classification rules using historical scheduling data to cope with the job shop scheduling problem with machine breakdowns. The constructed classification rules are then compared with traditional dispatching rules from literature via simulation experiments.

The rest of this paper is organized as follows. A literature review of related research is presented in Section II. In Section III we provide a description of the proposed approach. Section IV provides details of the studied job shop configuration and simulation model used in the experiments. In Section V, the detailed experimental results are presented, followed by the conclusions and future research suggestions in Section VI.

II. LITERATURE REVIEW

Numerous works have been performed to solve the job shop scheduling problem in the presence of machine breakdown using different techniques: metaheuristics, artificial intelligence techniques [2]-[4], multi-agent systems [5]-[7], and dispatching rules.

In this paper we focus essentially on dispatching rules developed and used for the dynamic job shop problem. We focus also on data mining based approach developed to deal with the job shop scheduling problem in the presence of machine breakdowns.

In the next section, we give an overview of the different approaches proposed in literature to deal with this problem.

A. Dispatching Rules Developed for the Dynamic Job Shop Problem

A limited number of published works using dispatching rules in the presence of machine breakdowns exist in literature.

An experimental comparison between different combinations of dispatching rules is provided in [8] for the case of dynamic job shop with machine breakdowns. It evaluated the effects of several breakdown levels on performance of dispatching rules. Their results showed that, with respect to the due date-based objectives, dispatching rules were more affected by the breakdown level and the mean time to repair.

In [9], the authors tested the performance of several schedule repair heuristics based on rerouting the jobs to their alternative machines when their primary machine fails.

In [10], a comparative study has been made of tardiness based existing dispatching rules as well as new dispatching rules. Mean tardiness, maximum tardiness and the number of tardy jobs objectives have been used to evaluate the performance of each dispatching rule. Several experimental parameters related to shop loading levels, breakdown levels and mean time to repair, are taken into consideration to...
analyze the effect of these parameters on the performance of the various dispatching rules. Simulation results indicate that shop loading, breakdown level and mean time to repair are important parameters for the selection of an appropriate rule in a shop.

In [11], the authors provided a comparative study of dispatching rules for the case of dynamic flexible job shop scheduling problem with sequence-dependent setup times and machine breakdowns. The used rules comprise three new routing rules taking into account the machine breakdown, and two routing rules from the literature of dynamic flexible job shop scheduling problem.

B. Data Mining Based Approach to Job Shop Scheduling

The review of the literature reveals that machine learning has used for the first time in production scheduling to select the best dispatching rule using simulated data. Learning can be used on production scheduling to discover a new dispatching rule and also to improve an existing one. Explicit and implicit knowledge can be extracted from a set of good schedules. Many correlations between system attributes can be discovered from historical data and can be used as training data for a learning algorithm.

To the best of our knowledge, almost the published works using data mining for solving the job shop scheduling problem consider a static environment without the presence of machine breakdowns.

In [12], the authors used an induction algorithm to generate a set of rules for a flow shop problem. In [13], the authors used also a learning algorithm which has for goal to generate a set of attributes for on-line rule selection.

In [14], authors applied data mining techniques on data generated by a genetic algorithm based scheduling and developed a rule set approximating the genetic algorithm scheduler. In [15] and [16], authors used genetic programming to generate sequencing policies in the form of dispatching rules.

A data mining based approach is provided in [17] to generate dispatching rules by applying a decision tree algorithm to historical data to discover the key scheduling concepts.

In [18], the authors developed a new approach to generate the knowledge of systems behavior in a simulated job shop based on the combination of an evolutionist optimization and an induction graph learning approach.

A novel approach to discover new dispatching rules based on data mining techniques was proposed in [19]. A new approach for discovering previously unknown priority dispatching rules using data mining technique was also proposed in [20] and [21].

A new approach was developed in [22] to find out dispatching sequence in the form of IF-Then-Else rules for two machine flow shop scheduling using decision tree approach.

In [23] the authors proposed a solution to discover scheduling rules for a job shop problem using Decision Tree algorithm.

III. PROPOSED APPROACH

As we have mentioned above, we propose a data mining based approach to cope with the dynamic job shop problem using historical scheduling data.

The first goal of our work is to construct a set of classification rules. Classification rules have the advantage of representing knowledge at a high level of abstraction; therefore they are intuitively comprehensible to the user [24]. Classification rule learners work on training data and aims to construct the smallest rule set consistent with the historic scheduling data. More precisely, given a set of training examples, classification rule learning task aims at finding a set of classification rules that can be used to predict or classify new cases that haven’t been presented to the learner before.

Therefore, the first goal aims at inducing a model by using a set of previously known examples called training instances. Thus, we should start by gathering a large collection of examples of job shop states.

The learning algorithm assumes that the training instance has a fixed set of predicting attributes and a single objective containing the class label of each training example.

For instance in a job shop problem, an example might be described by attributes such as the mean time to repair, the breakdown level, the average due date factor, etc.

The labels are the possible dispatching rules that we are trying to predict.

The set of training example (candidate rules) is implemented in a discrete event simulation model of the job shop.

The performance of the rules is compared using simulation experiments under varying values of system attributes characterizing the job shop dynamics, and the rules which are taken as training examples (input to the learning system) are those having the best performance under variety of system states.

The process starts then with the choice of the specific learning algorithm to be used. This algorithm is then applied to all examples in the training set. It analyzes the relationship between the predictor attributes and the class attributes for all training examples, and discovers a model that best describes the dataset.

Classification rules constructed from training data are represented in the IF-THEN form described as:

\[ \text{IF } <\text{ conditions}> \text{ THEN } <\text{ class}> \]

In each rule, the <condition> part contains a logic combination of predictor attributes in the form: term1 and term2 and term3, …

Each term is a triple < attribute, operator, value>. The consequent part of conclusion <class> shows the predicted class whose cases satisfy the <condition> part of the rule.

Constructed rules are then used to take intelligent decision in real time to assign the corresponding dispatching rule given a system state. Classification rules should then be able to generalize from the presented data to unseen examples.

In this research, the objective considered is the minimization of mean tardiness.

IV. EXPERIMENTAL SETTINGS

We consider the following job shop [25] consisted of the
use of four machines, M1, M2, M3, and M4 to manufacture four types of orders. Jobs arrive continuously according to an exponential distribution with a mean of 5.5 time units (TU). The processing time of operations on the various machines and machine type (mean, standard deviation, in TU) is presented in Table I.

The processing sequence of each order is presented in Table II.

We used Arena simulation software version 14 to develop the simulation model for the job shop scheduling problem used in our work.

To construct the classification rule set, we used discrete event simulation.

We started first by constructing the benchmark then applying the C4.5 algorithm [26] to generate classification rules.

The dispatching rules used to construct the benchmark are chosen from literature (FIFO, SPT, EDD, and MST).

**FIFO** (First In, First Out) Using the FIFO rule, the jobs are processed in the order they arrive at the machine.

**SPT** (Shortest Processing Time) Using the SPT rule, the job with the shortest processing time is selected.

**EDD** (The Earliest Due Date) Using the EDD rule, the next job to be processed is the one with the earliest due date.

**MST** (Minimum Slack Time rule) Using the MST rule, the job with the minimum slack time is scheduled. Slack time of a job is computed by deducting the current time and the total remaining process time from the due date of the job.

The literature review reveals that dispatching rules performance in the presence of machine breakdown mostly depends on several factors such as changes in arrival rates, duration and frequency of the machine failures, and average due date factor.

For this reason, in our work we choose to describe a state using a set of predictor attributes which constitute the <condition> part of the classification rule.

The chosen attributes are: the Mean Time To Repair (MTTR), the Mean Time Between Failure (MTBF), the average Due date factor (tightness factor), and the arrival rates.

The label is the dispatching rule that we are trying to predict.

The rules which are taken as training examples (input to the learning system) are those having the minimal mean tardiness under variety of system states.

### TABLE I: PROCESSING TIMES PER JOB AND MACHINE TYPE (MEAN, STANDARD DEVIATION, IN TU)

<table>
<thead>
<tr>
<th>Job type</th>
<th>Proportion in arrivals (%)</th>
<th>M1</th>
<th>M2</th>
<th>M3</th>
<th>M4</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>40</td>
<td>[9.1,3]</td>
<td>[7.1]</td>
<td>[8.1,2]</td>
<td>_</td>
</tr>
<tr>
<td>2</td>
<td>15</td>
<td>[7.1]</td>
<td>[8.1,2]</td>
<td>[9.1,3]</td>
<td>[7.1]</td>
</tr>
<tr>
<td>3</td>
<td>20</td>
<td>_</td>
<td>[9.1,3]</td>
<td>[7.1]</td>
<td>[9.1,5]</td>
</tr>
<tr>
<td>4</td>
<td>25</td>
<td>[9.1,5]</td>
<td>[4.1]</td>
<td>_</td>
<td>[8.1]</td>
</tr>
</tbody>
</table>

### TABLE II: PROCESSING SEQUENCE

<table>
<thead>
<tr>
<th>Job type</th>
<th>Sequence</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>M1 – M3 – M2</td>
</tr>
<tr>
<td>2</td>
<td>M2- M3 - M1 – M4</td>
</tr>
<tr>
<td>3</td>
<td>M2- M3 - M4</td>
</tr>
<tr>
<td>4</td>
<td>M4- M2- M1</td>
</tr>
</tbody>
</table>

### V. COMPUTATIONAL RESULTS

In order to analyze the relative performance of the constructed rules with respect to the minimization of mean tardiness, we used the same job shop [25] used for the construction of the benchmark.

We consider different scenarios of machine breakdowns under varying values of MTTR, MTBF, due date factor, and also changing the unavailable machine.

The results of the simulation study are obtained by taking the mean of mean values of 7 replications. The MTTR and MTBF are exponentially distributed.

Fig. 1 to Fig. 7 show the mean tardiness for all rules with respect to different breakdown levels and Mean time to repair.

For most of the times, classification rules are significantly better or comparable to the best performing rule for the mean tardiness measure.

The obtained results proved also that classification rules performance in the presence of machine breakdown depends on MTTR level, MTBF level, and average due date factor.

Classification rules are significantly better than the performance of all the other rules in minimizing mean tardiness with tight and loose due date.
For tight and loose due date, the classification rules performance is significantly better than all other rules for minimizing mean tardiness with low level of MTBF and low MTTR level.

With high level of MTTR, FIFO, EDD, and MST rules outperform classification rules, and the differences between them are minor (Fig. 1 and Fig. 3).

With high level of MTBF, classification rules are significantly better than all other rules for minimizing mean tardiness.

The results revealed also that the relative performance of classification rules can be affected by changing the broken machine (Fig. 4 to Fig. 7). Classification rules are significantly better than the performance of all the other rules in minimizing mean tardiness with tight and loose due date for the different other broken machines in the used job shop.

VI. CONCLUSIONS AND FUTURE WORKS

In this paper, we discuss the use of classification rules to solve the job shop scheduling problems considering unexpected machine breakdowns.

The goal of our work aims at inducing a set of classification rules by using a set of historical scheduling data. Constructed rules are then used to take intelligent decision in real time to assign the corresponding dispatching rule given a new state of the system.
experiments under varying values of system attributes characterizing the job shop dynamics.

It is observed that the results of classification rules are always superior or at least comparable to the best performing rule for the mean tardiness measure.

We believe that it is possible to more improve the performance of classification rule set, which may be obtained through a better selection of predictor attributes.

It is also good to extend the constructed benchmark with new instances of the job shop scheduling problem.
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