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Abstract—We consider a specific case of the anomaly detection problem where the considered system is unknown but observable. The aim is to detect if this system changes or not for a long period, and, if possible, to characterize these evolutions. The proposed method consists of two steps. The first one is to learn the system thanks to a Hidden Markov Model with explicit duration of states, using observations of the system at different moments. The second step is to compute distances between these models to detect the evolutions. Due to the constraints of the learning algorithm and computational time, we proposed a new method to compute distances between Markov models, based on the Kullback-Leibler divergences. The method is tested on a trial evolving model. These results are discussed and limits of the method are highlighted.

Index Terms—Evolution detection, distance measure, markov models, model comparison.

I. INTRODUCTION

Anomaly detection is a class of problem which correspond to find if a set of data is conform to an expected behavior of the system, and otherwise, define the subset which not respect the expected behavior. These problems and used methods are presented in a survey [1], with different application domains. Different variants exist, for example, the study of anomaly detection in the specific case of temporal evolution [2].

We consider a specific case of the anomaly detection problem where the expected behavior is unknown and can evolve in time. The problem is not to find outliers data but to find when the system evolves and his behavior change. This problem corresponds to anomaly detection of data with previous data. A further problem is to characterize the evolution.

If the system is complex and unknown, we suppose three hypotheses about this model in order to detect and characterize these evolutions.

The former is that the system follows a Markov Process, i.e. the states of the system at a time step depends only on the previous state at $t-1$ and not at all of the history ($P(s_{t+1} = x | s_{t}, s_{t-1}, ... ) = P(s_{t+1} = x | s_{t})$). Markov processes are used in anomaly detection [3] and in modelization of complex systems [4].

The second hypothesis supposes that the system emits, at each time step, a set of observations, depending on the system state ($P(o_{t} | s_{t})$ where $o_{t}$ is an emission).

The third hypothesis assumes that the system can remain many time steps in a state before switching in another state. This duration time depends on the system state. This hypothesis allows studying the temporal evolution [2] and confirms a Markov Model. Transitions of states explain the temporal order of states. However, to study the duration of a state of the model, a semi-Markov model is usefully.

To take into account these hypotheses, it is possible to describe the system as a Gs-GsHSMM (Gaussian-Gaussian Hidden Semi-Markov Model). However, a Gs-GsHSMM cannot modelize the unpredictable evolution of the model. That is why we use a learning algorithm to get the regular model.

In addition, a model can evolve over time in different ways. The elementary evolutions are on transitions, on emissions and on duration times in a state. A system evolving is a set of these different elementary evolutions.

The rest of the paper is organized as follows. Section II described the used models; the Gs-GsHSMM. Section III presents a state of the art of methods to compute distances between Markov models. Section IV presents the proposed methods. Finally and before concluding, Section V illustrates some experiments and discusses results.

II. GS-GsHSMM

A. Description of the Model

Gs-GsHSMMs are models based on Markov processes. These models are defined by the tuple $(\Pi, A, \Delta, \tau)$ where $\Pi$ is the initial state distribution, $A$ is the state transition probability distribution, $\Delta$ is the duration probability distribution and $\tau$ is the emission probability distribution. In our work, we do not take into account $\Pi$, which values are considered equally likely.

At each time step, the system may be described by a state $s$, included in a state space $S$. The matrix $A$ gives the probability of transition $a_{ij}$, where $i,j \in S$ and $a_{ij}$ is the probability of transition from state $s_i$ to state $s_j$. Self-transitions are not allowed, thus $a_{ii} = 0 \ \forall i$.

The system state is not directly known, but at each time step, the system emits an observation $o_{t}$, in a probabilistic way according to the current state. Probabilities of emission are given by $r_{e} = \{ r_{e}(k) \}$ where $r_{e}(k)$ is the probability that the observation $k$ is emitted by the state $i$. The vector $k$ is composed of binary and continuous values. Each element of the observation vector is modeled by a Gaussian distribution.

The transition between states is allowed only after a duration time $d$, defined in a probabilistic way according to the current state. This description allows us to define explicitly the duration times in a state, given by $\Delta$, according to formulas (1) and (2). These duration times are

\begin{align*}
\Delta(s_{t+1} = s_{i} | s_{t} = s_{j}) &= \tau_{i,j} \\
\tau_{i,j} &= \sum_{k} a_{ij} r_{e}(k)
\end{align*}
probabilistically defined by Gaussian distributions. These distribution functions are truncated because the learning algorithm must have a maximum duration time $D_{max}$. Thus these functions are defined in $[1; D_{max}]$. The probabilities distributions should, then, respect $\sum_{d=1}^{D_{max}} P(d|s) = 1 \forall s$. Gaussian functions are thus truncated and normalized.

$$ P(d|s = i) = \Delta d s f_{i} \neq s_{t-1} \quad \text{if } d_{t} = d_{t-1} - 1 \text{ else }$$

For $s_{t-1}, d_{t-1}$

$$ P(s_{t}|s_{t-1}, A) = 1 \text{ if } d_{t-1} > 1 \text{ and } s_{t} = s_{t-1}$$

$$ P(s_{t}|s_{t-1}, d_{t-1}) = 0 \text{ if } d_{t-1} > 1 \text{ and } s_{t} \neq s_{t-1}$$

(1)

B. Trial Model

To evaluate distance methods, we use an evolving model. This experience model is a Gs-GsHMM with 4 states. The transition matrices, initial and final, are presented by the Fig. 1. Modifications in the transition matrix consist of evolutions of probabilities, including probabilities that become null or, on the contrary, null probabilities become no-null.

The Fig. (2) presents evolution of the duration probabilities. This evolution affects the mean and the variance of the Gaussian functions that modelize the duration time probabilities.

The emission of the system consists of 5 values, 1 continuous and 4 binaries. Thus, tau consists of 20 Gaussian functions. Like for the duration time probabilities, these may evolve in mean and in variance.

Due to the model, three kinds of evolution can be detected, each bound to an element of the model. A method to compute distance between two models should take into account all these elements to correctly detect all kinds of evolution. Indeed, distributions of models can be very different, while just one parameter is different. If we supposed that an evolution of the system implies several parameters change, the constraint can be weakening.

Others constraints should to be take into account. To detect an evolution of the distance between two models in true situations, time to compute distances should to be acceptable.

Methods to compute distances between models are studied in the next section.

III. DISTANCES BETWEEN MODELS

A method to compute distances should respect 4 properties to define a metric system. The first property is that a distance has to be positively defined ($D(\lambda_1, \lambda_2) \geq 0$). The others properties are the commutativity ($D(\lambda_1, \lambda_2) = D(\lambda_2, \lambda_1)$), the reflexivity ($D(\lambda_1, \lambda_1) = 0$) and the triangular inequality ($D(\lambda_1, \lambda_2) + D(\lambda_2, \lambda_3) \geq D(\lambda_1, \lambda_3)$). Distances between Markov models do not always respects all these properties. For example, a no-symmetrical distance can be characteristic of a model that which can explain another model but without that the contrary is true [5].

Several methods exist to compute distance between two models of Markov, including HMM. Reference [6] describes a method based on the KL divergence in the specific case of left-right HMM, used in speech recognition. The distance described by Falkhausen [5] uses also the KL divergence, with Viterbi. For this distance, it is necessary that models have same number of states. Reference [7] describes a method that uses an observation sequence, generates randomly, to compute relative entropy between models. The length of the sequence modifies results of the distance. To have an exact result, it is necessary to take a length close to infinity.
Others method allows to compute the distance between two Markov models, especially for HMM. 4 of these models are most described in the following part. Each method is based on a specific approach of the problem. The first method is based on a geometrical approach. The second one in generation of observations of models, the third on specific properties of Markov models and the last is statistical. Differences between these approaches are studied.

A. Kullback-Leibler and Bhattacharyya Hybridation Distance

The first distance consists to compute separately the distance between transition matrices $A$, which are probabilities, and the distance between the Gaussians functions of durations and observations.

To compute the distance between transition matrices, we used the KL divergence (Kullback-Leibler divergence), defined by $D_{KL}(P,Q) = \sum_i P_i \log(P_i/Q_i)$ with $P$ and $Q$ two discrete distributions of probabilities. The KL divergence is not symmetric, so we compute the distance like the mean of the two distances. It is possible to use others methods to compute the distance between two distributions, like divergences study [8].

The distance between two transition matrices is the sum, of distances, element by element, between the matrices. For observation probabilities and duration probabilities, defined by Gaussians functions, we use the Bhattacharyya distance. The distance of observations and durations is the sum of distances between equivalent Gaussians.

Learning methods do not respect order of states. However, the distance between two models $\lambda_1$ and $\lambda_2$ consists to compute all distances between $\lambda_2$ and all models given by inversion of order of states of $\lambda_2$. Only the minimum distance is kept. Due to division by zero, the KL divergence between two models can be close to infinity, when distributions of these models are very close. To avoid that, we add a variable real, close to 0, at all null denominators.

B. KL Distance for Gs-GsHSM

This distance is an application of the KL distance for HMM [9]. The distance between two models $\lambda_1$ and $\lambda_2$ is defined by $D(\lambda_1,\lambda_2) = (\log P(O|\lambda_1) - \log P(O|\lambda_2))/T$ with $O$ a sequence of observations generated from the model $\lambda_2$. during $T$ time step. Differences with the original method to adapt at Gs-GsHSM are to generate the observations sequence and to compute the log-likelihood.

To compute the distance, we used a model to generate an observations sequence. This sequence is defined in a probabilistic way. Thus, the distance between two models is not deterministic and the result is different for two calculations. The length of the observations sequence is an important element to compute the distance. Its value should be close to infinity to have the exact result. So, the length should be enough large to give a correct result, but it mean also the computational time increase. The choice of length should take into account models, like the maximum duration times in a state, or the probabilities of transitions.

C. HSD

The HSD distance [10] is used to compute the distance between two Gaussian-HMM. The distance between two models $\lambda_1$ and $\lambda_2$ is $HSD(\lambda_1,\lambda_2) = \int_{-\infty}^{\infty} [F_1(x) - F_2(x)] dx$ with $F_1(x)$ is the stationary cumulative distribution of the model $\lambda_1$, $F_2(x)$ is defined by $F(x) = \int_{0}^{x} \sum_{j=1}^{N} \Pi_j b_j(x)$, with $\Pi_j$ is the stationary probability of state $j$. For a Markov model, the stationary probabilities can be considered like the time in a state after a necessary number of iterations.

To adapt HSD at Gs-GsHSM, two steps are needed.

In a first step, we take into account the duration probabilities. That is why the stationary probability is computes to take into account the duration probabilities. The stationary distribution is compute like defined by Barbu [11].

A second step is to take into account that each observation consists of several continuous values. To simplify calculation, authors proposed to not integrate the function, but to add up on a list of typical observations of models.

D. Statistical Distance

This distance is an adaptation of the normalized statistical distance for HMM [4]. The distance between two models is defined like the joint probability that allows than models are statistically equivalents. First, joint probabilities of models are computed in order. Next, while models are not equivalents, events whose probabilities are not greater than the present joint probability are removed. The result is the joint probability when modified models are statistically equivalent.

To adapt the method at Gs-GsHSM, several modifications are necessary. The method needs to compute the stationary distributions of models, which are computed like for HSD, described previously.

The removed events are the transitions between states defined in the transition matrices. However, for the HSM, self-transitions are not defined in the transition matrices. If duration times are important, the probabilities of self-transitions are important too and it is not a problem. Else, it is necessary to compute self-transition probabilities to allow to remove duration times, if self-transitions are removed.

To compute the minimum number of time step needed to define if models are equivalent, we multiply the number of necessary steps defined with the transition matrices by the maximum duration time.

The last modification is to generate a sequence of states that takes into account the duration probabilities in each state. Take duration times in a state like one event reduces their significances. To be closer of models, it will be better to consider duration times like several events.

E. Comparison of Methods

We test these methods to compute distances for all the different elementary evolutions of the model. In a first step, we use the methods to compute directly the distance between the model $\lambda_0$ and the model $\lambda_1$.

If models are identical, results of methods are very different. The distances computed by the hybrid distance allow to detect all the kinds of evolutions, without noise. In the contrary, results given by the KL distance are defined in a probabilistic way. Thus, these results present a noise but it is possible to define important variations for all the kinds of
evolution. Mainly for the evolutions of the parameters $\Delta$, those define observations. If HSD is also a probabilistic method, the noise is less important than for the KL distance. The evolutions of the model can be detected. The statistical method is the most interesting, but its computational cost is very higher than others methods. Results are also defined in a probabilistic way. The computed distances are very noisy and do not allow to detect evolutions of model.

This first set of trials allows to define several differences between the methods and their results. In this way, the main advantage of the hybrid method is to be determinist. On the contrary, the statistical method needs the most computation time and its results are very noisy. Due to this element, this method is leave for our application.

A second set of experiments consists to test influence of the learning algorithm in the distance methods. We want to identify noise due at the learning method, in the aim to verify if the distance methods can be used with learned models. In this way, several observations sequences are generated by the evolutions model. These sequences are used to learn new models, and distances between these models and the first one are computed.

For the hybrid method, results are very noisy and it is not possible to detect any evolutions of the models. This method seems to be very affected by the learning method and so cannot be used with learned models.

The KL method allows a better detection of the evolutions than the hybrid distance. This method, using a stochastically sequence, seems to be less affected by the learning algorithm. If results are noisy, a global increased of distance can be detected.

Like for the hybrid method, results of HSD do not allow to detect the evolutions. The computed distances are very noisy and are not significant of evolution of models.

The KL distance is the most interesting. If the less important evolutions are not detected, this method is the less affected by the learning algorithm and the important evolutions can be detected correctly. Another advantage is it do not depend on the typology of models, i.e. the number of states or the maximum duration time. The only constraint is the number of observations should be the same. However, methods are tested with one model, and results can depend on method but depend also on model.

A limit of the KL distance is the result depends on the length of the observations sequence. If the length is not enough, results are very stochastic and not significant. On the contrary, the increased of the length implies an increase of the computational time needed. Due to these elements, a method is proposed, based on the KL distance. Aim is to decrease the computational time to find a convergent distance.

### IV. Proposed Method: Convergence KL Distance

The proposed method is based on the KL distance. To assure the convergence of the result, it is necessary to increase the length of the observations sequence used to compute the likelihood. Indeed, the KL distance depends on $P(O|\lambda_1)$ and $P(O|\lambda_2)$, that depend on $T$, the length of $O$. To decrease $T$ and to assure convergence, the method consists of increase $T$ until $|D_{KL1}(\lambda_1,\lambda_2) - D_{KL2}(\lambda_1,\lambda_2)| < \varepsilon$ is true, with $\varepsilon$ is close to 0 and the distances $D_{KL1}$ and $D_{KL2}$ are computed with two different sequences of observations. This condition can be simplify according to the formula (3), with $O_1$ and $O_2$, two sequences randomly generated using the model $\lambda_2$ and the number of time steps of the sequence $O_1$.

$$
\left| \log P(O_1|\lambda_1) - \log P(O_1|\lambda_2) \right| + \log P(O_2|\lambda_1) + \log P(O_2|\lambda_2) \right| / t < \varepsilon
$$

This condition allows that the results converge, if the likelihoods converge, like explained by formula (4). This condition is not true for all Markov models, but is demonstrated under several confines. In our application, the models are acquired by learning algorithm, so we can not assure these confines are true.

$$
\lim_{t \to \infty} \log P(O_1|\lambda_1) = \lim_{t \to \infty} \log P(O_2|\lambda_1) \text{ with } O_1 \neq O_2
$$

Thus, distance is defined by the formula (5), like the mean between the distances $D_{KL1}$ and $D_{KL2}$.

$$
D(\lambda_1,\lambda_2) = \left( \left| \log P(O_1|\lambda_1) - \log P(O_1|\lambda_2) \right| + \log P(O_2|\lambda_1) - \log P(O_2|\lambda_2) \right| / (2t)
$$

The method is based on computing of likelihoods of models, which can be computed in the forward part of the Baum-Welch algorithm, applied to Gs-GsHSMM. A difference is this method needs to compute the likelihoods of two different models, for two different observations sequences. The length of these sequences is unknown, because one aim is to decrease it. It is not necessary to know all sequences, but just the current observation and the elements to generate future observations, i.e. the current state and the number of time steps before state changes. It is possible to compute at the same time all the likelihoods. The complexity of method is, in that case, $O(T(N_s(N_1 + D_1) + N_2(N_2 + D_2 + 2D_2k)))$, with $N_s$ the number of states, $D_1$ the maximum state duration, $T$ the number of time step before convergence and $k$ the number of Gaussians of the observations. If models have the same typology, it is possible to decrease the complexity at $O(TN(N + D))$.

If the method allows to compute the distance with the shortest required sequence, it is necessary that this sequence is enough long to avoid to have a specific case, when (3) is true but that the computed distance is wrong. For the first time steps, the computed likelihood evolves quickly, with very different results, then begins to converge. To avoid specific cases, the condition is not test during several time steps, which is dependent of the models.

The proposed method no respects the symmetrical property. If it is a drawback, it is possible to get a symmetric result through computing the mean of distances $D(\lambda_1,\lambda_2)$ and $D(\lambda_2,\lambda_1)$. Compute each distance independently of each others has a computing time cost. A solution is to compute the eight likelihoods in the same time with four distinct observations sequences.

### V. Results

The first trial consists to try the method on different
The evolutions of the evolving model, in particular for try the good convergence of results. The Fig.(3) shows the evolution of distances between the original model and the variations of the evolving model.

For all kinds of evolution, variations are visible. For each variation, the noise is not null, and increases with the distance. However, global variations are more important than the noise, and evolutions can be detected. All the evolutions are not detected in the same way. With the trial model, the values of the most important distances for each kinds of evolution are very different. For the evolution of the transition matrix $A$, the most important distance is close to 1, when the distance for the observation parameter $\tau$ is 24.

If evolutions between models can be detected, it is necessary to evaluate the effect of the learning method on results. We compute distances between the original model and models learned. For the learning, we use sequences of observation generated using 100 evolution of the evolving model. We consider, to compute distance, a maximum of 1000000 time steps. The Fig. (4) shows the distances computed. The evolutions can be detected if distances are enough important to offset the noise due to the learning algorithm. The reflexivity property is not respected, this is a confirmation that the results are not significant if the correct distance is not sufficiently large.

An important aim is to reduce the number of time step to compute the distance. The Fig. (5) shows number of time step to compute distances. If the maximum value is reached one time, on the contrary, the minimum value is 1181 time steps. The average number of time step is 460901, which is correct, due at our trial model.

To confirm these results, we compute the distances of models learned with sequences of observations generated using the evolving model, with changes of one parameter at each time. The Fig.(6) shows results. In the case of the evolution of the observation parameter $\Delta$, it can be detected. On the contrary, variations of $A$ and $\tau$ are not detected.

The proposed method allows to compute the distance between two Gs-GsHSMM, with a decreased of the noise, relative at the KL divergence, and of the computing time. This distance method can be used to detect the evolution of an unknown system, which can be learned. However, several elements should to be discussed.

![Fig. 3. Computed distance between model and variations of the model.](image3)

![Fig. 4. Distance evolution for learned models.](image4)

![Fig. 5. Number of time steps to compute distances.](image5)
the distance between models that have a different number of hidden states or maximum duration time. The constraint is that the number of observations is the same.

Due to the stochastic characteristic of the models, the deterministic property of the distance methods should be taking into account. If this characteristic is reduced for our method, this problem is not solved and the noise due to the learning algorithm stays important. So, the method should be update to decrease the influence of this noise.
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VI. CONCLUSION

The proposed method allows to compute the distance between two systems to detect an evolution. Main advantages are to decrease the computing time and the stochastically characteristic of results. The method allows also to compute the noise is not null. Due to this element, lowest distances cannot be detected.

An other limit is due to using the learning algorithm. If our method is most robust at the learning algorithm than the other methods, the problem is not solved. The learning method implies an important noise and results are already very variable. Due to this element, the lowest distances cannot be correctly computed. If the global variations can be detected, compute one distance is not enough to conclude.

All presented results depend on the used method but also depend on the trial model used. It is possible to have different results with an other model. For example, parameters $A$, $r$ and $\Delta$ do not have the same evolutions, so they can be detected differently with a different model.

The stochastically characteristic of method should be takes into account also. The experiment without learned models shows that the noise is not null. Due to this element, lowest distances cannot be detected.
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